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Abstract

Real-time applications of control require the ability to accurately and efficiently model the observed physical phenomenon in order to formulate control decisions. Complex flow interactions may require the modelling of millions of states making the problem computationally intractable. Model order reduction aims to reduce this computational burden while still retaining accuracy as compared to the full order model. Nonlinear dimension reduction methods such as Local Linear Embedding, Diffusion Maps, and Laplacian Eigenmaps are implemented on a series of solution snapshots of the one dimensional Burgers’ equation to generate a set of basis functions to be used in Galerkin projections.

The new basis functions are shown to compare favorably to their proper orthogonal decomposition counterparts across different time domains and with different levels of nonlinearity in the system.
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Chapter 1 Introduction

1.1 Motivation and Literature Review

In applications such as highly resolved fluid flow solutions, systems must describe thousands of states, millions in the case of modelling turbulent flow. This makes the computation of feedback control a computationally intractable problem, and consequently, the order of the system must be reduced [1] [2]. This strategy is particularly useful when the internal dynamics of the system can be captured by a small number of modes relative to the size of the original system [3] [4] [5]. Much of the previous efforts in this area have centered around Proper Orthogonal Decomposition (POD) [6] [7] [8].

In a “design-then-reduce” approach, full order control design follow full order model design, and then proceeds to control order reduction [6] [9] [10]. This method works with a more complete set of physical phenomenon and results in robust low order models and can provide insight into sensor design [11] [12] [13]. However, for applications such as fluid flow, the discretized system can describe millions of state variable. For example, if one were to use a linear quadratic regulator (LQR) control formulation [14], the computation for a system describing $10^6$ states would require roughly $10^{12}$ Ricatti unknowns. Conventional computing power and computational algorithms are inadequate for the task. In these types of problems, POD is usually the means to perform model reduction of either the plant or the controller [1] [2] [15]. In [16], POD was applied to the functional gains of an infinite dimensional control law to obtain a reduced-order controller. In [17] [18] [19] reduced order models based on POD have been obtained for linearized compressible flow equations. Extending these methods to high Reynolds number nonlinear flow, where the nonlinear terms dominate, remains an open question
however. In [20], POD was used to obtain a reduced order model in the control of room temperature in buildings. The model was based on a 3D heat equation. POD was able to find a low dimensional model that preserved most of the energy [21] [22] [23].

The method of POD however, poses challenges for general domains. While optimal for a given data set in terms of energy, POD is not complete and thus may result in a loss of stability properties. Dynamic Mode Decomposition (DMD) is an alternative data-driven designed to match stability eigenmodes under suitable conditions. DMD trades the optimal resolution efficiency of POD against distillation of pure eigenfrequencies in short-time sampled data [24]. Further, for nonlinear PDE’s, the snapshot sets may contain nonlinear structures not captured by POD, as POD uses (numerically) the Euclidean distance [21] [23] [25]. Snapshots far apart in terms of their geodesic may be considered close by POD due to their Euclidean distance [26].

Trajectory piecewise linear techniques (TPWL) linearize the nonlinear system around suitably selected states and approximate the system by a piecewise linearization obtained from combing the reduced linearized system via a weighing procedure [27]. However, this method is not robust due to the procedure to determine the appropriate linearization points and the training input [27]. Nonlinear model order reduction methods based on the concept of local reduced-order bases were proposed in [25] [28] [29] [30]. These methods lack robustness with respect to parameter variation however [28].

Nonlinear embedding techniques such as Locally Linear Embedding (LLE) [31] [32], Laplacian Eigenmaps [33] [34], and Diffusion Maps [35] [36] offer the ability to embed nonlinear solution manifolds into a significantly lower dimensional space than linear techniques. Harnessing this ability for simulation could potentially allow the modelling of nonlinear systems more efficiently and with less lost information than traditionally linear techniques.
1.2 Reduced Order Modelling and Turbulence

The history of reproducing vorticity and turbulence in dynamical models lies in the works of Hopf [37] and Landau [38]. Early work concerned the identification of attractors in complex flow through the use of Fourier spectrum analysis. They ascertained that a manifold exists to which the solution of the Navier-Stokes equation decays under particular initial conditions. This work progressed into the truncation of the Fourier modes in the attempt to find a lower dimensional “strange attractor” of the manifold [39]. Ultimately, methods such as invariant manifold techniques, bifurcation theory, and the unfolding of degenerate singularities have become meaningful in the analysis of “pre-turbulent” interactions.

In [40], Holmes extends these low dimensional systems to the modelling of open, fully developed turbulent flow. He does this by using Proper Orthogonal Decomposition (POD) in the identification of “modes” that carry the most significant amounts of information (in terms of kinetic energy) about the system. These modes are then used as the global basis functions of a Galerkin projection of the system. These leads to a reduced set of ODE’s representing the original PDE, which are helpful in the analysis of the flow structure and identification of “coherent structures” in a complex system. In the effort of developing nonlinear methods for the analysis of turbulent structures, this thesis will follow the advice of Holmes, in restricting focus to functions of a single variable in time. The function in question for the purposes of this thesis is the one dimensional Burgers’ Equation.

1.3 Organization of Thesis

The focus of this thesis is an investigation of the applicability of nonlinear embedding techniques as applied to the POD-Galerkin model reduction methods laid out in [40] on the 1D
Burgers’ equation. Specifically, Locally Linear Embedding (LLE), Diffusion Maps (Dmaps), and Laplacian Eigenmaps (Emaps) will be used to generate the modes used as global basis functions in the Galerkin projection. The ability to recreate the dynamics of the Burgers’ Equation using these nonlinear modes will be compared to the traditional POD-Galerkin linear model reduction technique.

Chapter 2 will review the problem setup of the 1D Burgers’ Equation and the Galerkin projection as a means to discretize the PDE in space. Chapter 3 will focus on the optimality and justification of POD and its application to reduced order modelling. Chapter 4 will explore the method of LLE, and explore the utility of the basis of the LLE embedding with respect to the Galerkin projection. Similarly, Chapter 5 will explore the derivation of Diffusion Maps and the efficacy of using a basis based on the embedding vectors generated by the Diffusion Maps process in the Galerkin method. Chapter 6 will review the optimality and derivation of Laplacian Eigenmaps, and investigate their application towards generating basis functions to be used in the Galerkin method. Chapter 7 will further compare the different dimensionality reduction methods by extending the time domain of the simulation and increasing the nonlinearity of the system. Chapter 8 will conclude the thesis with final conclusions and potential avenues for further improvement.
Chapter 2 Problem Setup

2.1 Burgers’ Equation

The Burgers’ Equation in its 1D form is as follows [41],

\[
\frac{\partial w(x,t)}{\partial t} = \frac{1}{Re} \frac{\partial^2 w(x,t)}{\partial x^2} + w(x,t) \frac{\partial w(x,t)}{\partial x} \tag{1}
\]

In the above, \(Re\) is the analogue of the Reynolds number, a dimensionless scalar value denoting the influence of the nonlinearity. The Burgers’ Equation is a popular testing equation for model reduction as the nonlinearity in the dynamics is similar to that exhibited by the more complicated Navier-Stokes equation. The conservative form of the equation is achieved by transforming the term \(w \frac{dw}{dx}\) to \(\frac{d(w^2)}{dx}\) so that equation (1) becomes,

\[
\frac{\partial w}{\partial t} = \frac{1}{Re} \frac{\partial^2 w}{\partial x^2} + \frac{\partial (w^2)}{\partial x} \tag{2}
\]

This equation is defined on the one dimensional domain \([a, b]\) with initial condition,

\[
w(0, x) = w_0(x) \tag{3}
\]

And boundary conditions,

\[
w(a, 0) = f(t) = u_a(t) \tag{4}
\]

\[
w(b, 0) = g(t) = u_b(t) \tag{5}
\]
In setting up the reduced order machinery, first an ensemble of solutions at different times, or “solution snapshots,”

\[ \left\{ w_i \right\}_{i=1}^{m} \in \mathbb{R}^n \] (6)

must be gathered. That is, there exists \( m \) snapshots, each of dimension \( n \). For the purposes of this thesis, these snapshots are generated by computing a solution manifold using the Galerkin method in MATLAB with 500 sinusoidal global basis functions. The solution manifold is then sampled to generate the ensemble.

While the Burger’s equation can be solved explicitly, more complex systems are often modelled by equations that rely exclusively on numerical techniques for their solutions. As the model reduction methods in question are ultimately intended for these more complex systems, this thesis will rely on numerical methods for solving the Burgers’ equation as well.

### 2.2 The Galerkin Projection

The aforementioned snapshots and the future model reduction machinery rely on using the Galerkin Method to discretize the original PDE into a system of ODE’s. The procedure is as detailed in [2], beginning with the weak formulation

\[
\frac{\partial w(x,t)}{\partial t} \phi_i(x) = \frac{1}{Re} \frac{\partial^2 w(x,t)}{\partial x^2} \phi_i(x) + \frac{1}{2} \frac{\partial \left(w(x,t)^2\right)}{\partial x} \phi_i(x) \] (7)

In Equation (7), \( \phi_i(x) \) are the global basis functions upon which the solution is solved

Further, the solution \( w \) is a linear combination of the basis functions such that,
\[ w(x,t) = \sum_{i=1}^{N} \alpha_i(t) \phi_i(x) \]  

(8)

The temporal coefficients of the solution are represented by \( \alpha_i(t) \). Integrating Equation (7) on the domain \( \Omega \) and using Equation (8) and the orthogonality of the basis functions \( \phi_i(x) \), the left hand side becomes,

\[ \int_{\Omega} \frac{\partial w(x,t)}{\partial t} \phi_j(x) \, dx = \int_{\Omega} \frac{\partial (\sum_{i=1}^{n} \alpha_i(t) \phi_i(x))}{\partial t} \phi_j(x) \, dx = \frac{\partial \alpha_i(t)}{\partial t} \]  

(9)

Continuing the integration on the right hand side of Equation (7) term by term via integration by parts, the linear diffusion term becomes,

\[ \int_{\Omega} \frac{1}{Re} \frac{\partial^2 w(x,t)}{\partial x^2} \phi_j(x) \, dx = \frac{1}{Re} \left[ \frac{\partial w(x,t)}{\partial x} \phi_j(x) \right]_{\Omega} - \int_{\Omega} \frac{\partial w(x,t)}{\partial x} \frac{\partial \phi_j(x)}{\partial x} \, dx \]

\[ = \frac{1}{Re} \left[ \frac{\partial w(b,t)}{\partial x} \phi_j(b) - \frac{\partial w(a,t)}{\partial x} \phi_j(a) - \int_{\Omega} \frac{\partial w(x,t)}{\partial x} \frac{\partial \phi_j(x)}{\partial x} \, dx \right] \]  

(10)

The derivatives on the boundary are computed manually as,

\[ \frac{\partial w(a,t)}{\partial x} = \frac{w(a+h,t) - w(a,t)}{h} \]  

(11)

\[ \frac{\partial w(b,t)}{\partial x} = \frac{w(b,t) - w(b-h,t)}{h} \]  

(12)

Where,
\[ w(a + h, t) = \sum_{i=1}^{n} \alpha_{i}(t) \phi_{i}(a + h) \]  

(13)

\[ w(b - h, t) = \sum_{i=1}^{n} \alpha_{i}(t) \phi_{i}(b - h) \]  

(14)

as is defined in Equation (8). In matrix form, the diffusion term becomes,

\[ \int_{\Omega} \frac{\partial^{2}w(x,t)}{\partial x^2} \phi_{i}(x) \partial x = A\alpha + Bu \]  

(15)

Where \( u \) is the set of boundary conditions defined in Equations (4) and (5), and A and B are defined as below.

\[ A_{j,i} = \frac{1}{Re} \left[ \frac{\phi_{j}(b - h) \phi_{j}(b) - \phi_{j}(a + h) \phi_{j}(a)}{h} + \int_{\Omega} \frac{d\phi_{i}(x)}{dx} \frac{d\phi_{j}(x)}{dx} dx \right] \]  

(16)

B is an N x 2 matrix such that,

\[ B_{j,1} = \frac{\phi_{j}(a)}{hRe}, \quad B_{j,2} = \frac{\phi_{j}(b)}{hRe} \]  

(17)

The nonlinear term in Equation (7) becomes,

\[ \frac{1}{2} \int_{\Omega} \frac{d^{2}w(x,t)}{dx^2} \phi_{j}(x) dx = \frac{1}{2} \left[ w(x,t)^2 \phi_{j}(x) \bigg|_{\Omega} - \int_{\Omega} w(x,t)^2 \frac{d\phi_{j}(x)}{dx} dx \right] \]  

(18)

\[ = \frac{1}{2} \left[ w(b,t)^2 \phi_{j}(b) - w(a,t)^2 \phi_{j}(a) - \int_{\Omega} w(x,t)^2 \frac{d\phi_{j}(x)}{dx} dx \right] \]  

(19)

This term, in matrix form, becomes,
\[
\frac{1}{2} \int_{\Omega} \hat{\omega}(x,t)^2 \frac{\partial \phi_j(x)}{\partial x} \, dx = \mathbf{N}(a) + B'u^2
\]  

(20)

Where,

\[
\mathbf{N}(a) = \frac{1}{2} \int_{\Omega} \sum_{i=1}^{N} (\alpha_i(t) \phi_i(x))^2 \frac{d\phi_j(x)}{dx} \, dx
\]  

(21)

\(B'\) is an \(N \times 2\) matrix where,

\[
B'_{j,1} = \frac{\phi_j(a)}{2}, \quad B_{j,2} = -\frac{\phi_j(b)}{2}
\]  

(22)

This discretization ultimately results in the equation below, which, in vector form, represents a system of ODE’s discretized from the original PDE. This can then be solved by a numerical solver such as ode45 in Matlab to find the temporal coefficients \(\alpha\).

\[
\frac{d\alpha}{dt} = A\alpha + \mathbf{N}(\alpha) + \mathbf{B}u + B'u^2 = \mathbf{f}(\alpha)
\]  

(23)

In equation (23), \(u\) is the \(2 \times 1\) matrix containing the boundary conditions, and \(u^2\) is an element-wise squaring of \(u\).

The \(\phi_j\) are instrumental in the model reduction processes. In this thesis, the various dimensionality reduction algorithms will be used to generate the global basis functions ("modes") that will be used to solve the system numerically. In the model reduction process, unless otherwise stated, the snapshots will be fed into the reduction algorithms as \(m\) spatial vectors of dimension \(n\). Thus, the global basis functions will consist of vector valued functions evaluated at each node in the spatial discretization.
2.3 Evaluating the Model Reduction Methods

An important aspect of validating the advantages of the different model reduction methods is how to compare their advantages against each other. This thesis will take two approaches. The first is a direct comparison between the snapshot set and the reconstructed reduced dynamics. This will be a simple calculation of the Euclidean norm of the error between the original dynamics and the reconstructed dynamics at each node in the snapshots. The second metric of comparison will be the “relative captured energy” taken from [34], defined as follows,

\[ e = 1 - \frac{\sum_{i=1}^{m} \langle \delta w(t_i, \bar{x}), \delta w(t_i, \bar{x}) \rangle}{\sum_{i=1}^{m} \langle w(t_i, \bar{x}), w(t_i, \bar{x}) \rangle} \]  

(24)

In Equation (24), \( \delta w(t, \bar{x}) \) represents the error between the original snapshots and the reconstructed snapshots, \( \langle \cdot \rangle \) is the \( L_2 \) inner product, and \( m \) is the number of snapshots sampled from the manifold.
Chapter 3 Proper Orthogonal Decomposition

3.1 Background

Proper Orthogonal Decomposition (POD), also known as Principal Component Analysis, is a statistical technique in which a data set is projected along its principal components so as to maximize the variance of the data in the lower dimension [42]. Equivalently, POD minimizes the mean squared error between the original data and the projection [43]. A demonstration of this can be seen in Figure 1 and Figure 2, in which a three dimensional point cloud is projected into two dimensions corresponding to the two principal components preserving the most variance of the data. In Figure 2, the two principal components are the x and y axis.

3.2 The POD Method

The ultimate goal POD can be defined as finding a subspace approximating a set of data in an optimal least-squares sense [44]. This “data” consists of the solution snapshots described in Equation (6) where, $\mathbf{w} = \{\mathbf{w}_i\}_{i=1}^m$ with $\mathbf{w}_i \in \mathbb{R}^n$. The derivation below is as described in [45].

Minimizing the Residual Error

As previously stated, POD can be looked at as minimizing the mean squared error of the projection. The mean squared error is the sum of the residual error between the original snapshot ensemble (under the assumption of centered data, i.e. zero mean) and their projection onto their nearest principal components. Let $\xi \in \mathbb{R}^{n \times r}$ be the orthonormal projection matrix of principal components, with a projection of $\mathbf{w}_l$ defined by, $\mathbf{u}_l = \xi^T \mathbf{w}_l : \mathbf{u}_l \in \mathbb{R}^{r \times 1}$, with $r < n$. The
Figure 1: Point Cloud in 3D

Figure 2: Point Cloud Projected into 2D
definition of residual error for any one vector of data (referred to as a solution snapshot in this thesis), is

$$\left\| \tilde{w}_i - \xi \left( \xi^T \tilde{w}_i \right) \right\|^2 = \left( \tilde{w}_i - \xi \left( \xi^T \tilde{w}_i \right) \right)^T \left( \tilde{w}_i - \xi \left( \xi^T \tilde{w}_i \right) \right)$$

$$= \tilde{w}_i^T \tilde{w}_i - 2 \tilde{w}_i^T \xi \xi^T \tilde{w}_i + \tilde{w}_i^T \xi \xi^T \xi \xi^T \tilde{w}_i$$

$$= \tilde{w}_i^T \tilde{w}_i - \tilde{w}_i^T \xi \xi^T \xi \xi^T \tilde{w}_i$$

$$= \| \tilde{w}_i \|^2 - \| \xi \xi^T \tilde{w}_i \|^2$$

(25)

This follows from the orthonormality of $\xi$ as $\xi^T \xi = I$. Summing the residuals leads to the mean square error,

$$MSE(\tilde{\xi}) = \frac{1}{m} \left( \sum_{i=1}^{m} \| \tilde{w}_i \|^2 - \sum_{i=1}^{m} \| \xi \xi^T \tilde{w}_i \|^2 \right)$$

(26)

In terms of the minimization problem, minimizing the residual error requires maximizing the second term in Equation (26), $\frac{1}{m} \left( \sum_{i=1}^{m} \| \xi \xi^T \tilde{w}_i \|^2 \right)$ subject to $\xi$. To this end, note that the mean of a square is equivalent to the square of the mean plus the variance, such that,

$$\frac{1}{m} \sum_{i=1}^{m} \| \xi \xi^T \tilde{w}_i \|^2 = \left\| \frac{1}{m} \sum_{i=1}^{m} \xi \xi^T \tilde{w}_i \right\|^2 + Var \left[ \xi \xi^T \tilde{w}_i \right]$$

(27)

Further, note that the mean of the data vectors (assumed to be zero) are equal to the mean of the projections of those vectors [45]. That is,

$$\frac{1}{m} \sum_{i=1}^{m} \xi \xi^T \tilde{w}_i = \xi \xi^T \left( \frac{1}{m} \sum_{i=1}^{m} \tilde{w}_i \right)$$

(28)
Therefore, the minimization problem of POD is an equivalent problem to a maximization of the variance of the projection

**Maximizing the Variance of the Projection**

The variance of the data, or the average distance to the mean [45] (taken to be zero in this case), is defined as

\[
\text{Var} \left[ \varphi^T w_i \right] = \frac{1}{m} \left( \sum_{i=1}^{m} \left\| \varphi^T w_i \right\|^2 \right) \\
= \frac{1}{m} \left( \sum_{i=1}^{m} \left\| \varphi^T w_i w_i^T \varphi \right\| \right) \\
= \varphi^T X \varphi
\]  

(29)

In equation (29), \( u_i \) are the columns of the projection matrix \( \varphi \), and \( X \) is equal to the covariance matrix of \( w \). To achieve the desired maximization, the Lagrange multiplier \( \lambda \), with constraint, \( u_i^T u_i = 1 \), is introduced [46], and maximizing each \( u_i^T X u_i \) becomes,

\[
L(\varphi, \lambda) = \varphi^T X \varphi - \lambda (\varphi^T \varphi - 1)
\]  

(30)

\[
\Rightarrow \frac{dL}{d\lambda} = \varphi^T \varphi - 1
\]  

(31)

\[
\Rightarrow \frac{dL}{d\varphi} = 2X \varphi - 2\lambda \varphi
\]  

(32)

Setting these derivatives to zero, Equations (31) and (32) become,

\[
\varphi^T \varphi = 1
\]  

(33)

\[
X \varphi = \lambda \varphi
\]  

(34)
From this, it can be seen that the desired matrix $\xi$ is the matrix of eigenvectors of the covariance matrix $X$. The first eigenvector of $X$ represents the optimal direction to project the data (in the “energy” sense). The second eigenvector of $X$ represents the optimal direction to project the snapshots, but constrained to a space orthogonal to the space represented by the first eigenvector and so on. The eigenvectors will hereafter be referred to as the POD modes. This method of choosing the correct optimization problem, and solving the eigenvalue problem, is fundamental to many linear and nonlinear model reduction techniques.

**Approximation Accuracy**

The accuracy of the low dimensional POD projection depends on the number of eigenvectors used to create the projection matrix $\xi$. This quantity is connected to the “relative information content” (RIC) [47]. RIC is a means of evaluating the contribution of POD modes towards the system dynamics. That is, larger valued eigenvalues of the covariance matrix and their corresponding eigenvectors correspond to modes containing more significant information about the system dynamics. Smaller valued eigenvalues and their corresponding modes are associated with smaller perturbations of the system. The RIC can be computed from,

$$ RIC(r) = \frac{\sum_{j=1}^{r} \lambda_j}{\sum_{j=1}^{n} \lambda_j} $$

(35)

Where $RIC(r) = 1$ when $r = n$. Of note is that often there exists a large “break” in the value of eigenvalues for large scale systems. That is, $\lambda_1 > \lambda_2 > \cdots > \lambda_r \gg \lambda_{r+1} > \cdots > \lambda_n > 0$. This break often represents a viable candidate for the size of the reduced order dimension.
3.3 Reduced Order Dynamics

Returning to the Burgers’ equation described in Section 2.1, the general dynamical system can be denoted,

\[
\frac{\partial w}{\partial t} = F(w)
\]  

(36)

Desiring to find an approximate dynamical system that evolves on a reduced subspace \( \phi \) (represented by the collection of \( r \) POD modes), the new system can be defined as,

\[
\frac{\partial w}{\partial t} = F_{\phi}(w)
\]  

(37)

A direct projection to achieve this subspace can be achieved from,

\[
F_{\phi}(w) = \phi F(w)
\]  

(38)

Applying this explicitly in the Galerkin method begins with generating the approximation of \( w \),

\[
w(x, t) = \sum_{i=1}^{k} \alpha_i(t) \phi_i(x)
\]  

(39)

The discretization and solution of the dynamics then follows as laid out in Section 2.2. The resulting system can be solved using a numerical solver such as ODE45 in MATLAB, starting from an initial point projected into the lower dimension, i.e. \( u_0(x) = \xi w_0(x) \in \mathbb{R}^r \).

In real systems, the number of degrees of freedom (dimension \( n \)), can grow to be much larger than the number of snapshots (dimension \( m \)). This can create undue expense in the solution of the eigenvalue problem described in equation (34). An alternative method to compute the POD modes is the “method of snapshots” [48], which reduces the size of the correlation
matrix, and thus the eigenvalue problem, to \( m \times m \), rather than \( n \times n \).

### 3.4 POD and the Burgers’ Equation

Now that the method has been established, POD can be utilized to compute the dynamics of the Burgers’ Equation in 1D. The initial solution snapshot ensemble was generated on the Fourier modes as described in Section 2.2 over the time domain \([0, 3]\) (seconds) and the spatial domain \([0, 1]\) (meters). The initial condition was set to,

\[
    w_0(x) = \sin(2\pi x)
\]

with boundary conditions of,

\[
    u_a(t) = \sin(\pi x)
\]

\[
    u_b(t) = -\sin(\pi x)
\]

The solution was sampled at a rate of 0.6 s, to generate 50 snapshots in time, with a spatial discretization of 300 nodes. The Reynolds number was set to 300. The solution was computed using ODE45 and the Galerkin method in Matlab using 500 sinusoidal modes. The full manifold to be tested against can be seen in Figure 3. POD was then performed on the sampled snapshots to generate the POD modes used in the computation of the reduced dynamics. Table 1: Information Captured by Successive Modes and Figure 4 display the amount of information captured by adding modes to the reduced order model. With three modes, the amount of information captured by more modes begins to taper off, with 5 modes capturing ~99% of the information. Figure 4 further reinforces that the information gained by adding successive modes to the reduced model diminishes with additional modes. An asymptote appears with the
**Figure 3:** Full Solution Manifold

**Table 1:** Information Captured by Successive Modes

<table>
<thead>
<tr>
<th>Number of Modes</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>10</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information Preserved</td>
<td>0.9321</td>
<td>0.9725</td>
<td>0.9848</td>
<td>0.9983</td>
<td>0.99992</td>
</tr>
</tbody>
</table>

**Figure 4:** Information Captured by Additional POD Modes
introduction of the third mode, and very little additional information is captured with the introduction of more than five modes.

The error between the reconstructed dynamics and the original dynamics for various numbers of modes can be seen in Figure 5. As can be seen, there is a direct relationship between the number of modes used in the reduced dynamics, and the quality of the reconstruction. It may be beneficial to closer examine the ability of the reduced model to reconstruct the original dynamics at specific points in time. To that end, Figure 6 shows the reconstructed solution snapshots at various times using three modes. Figure 7 shows the various POD modes that are used in the reduced dynamics.

![Figure 5: Error Between POD Reduced Dynamics and Original Snapshots](image-url)
**Figure 6:** Reconstructed Snapshots at Various Times

**Figure 7:** Various POD Modes
Table 2 shows the relative captured energy $e$ and computation time ($\tau$) for different numbers of modes (‘N’). As would be expected, the addition of more modes leads to more relative energy captured at the expense of a generally longer computation time. This is in line with the information metrics from Table 1 and Figure 4: Information Captured by Additional POD Modes. For the remainder of this thesis, the results from utilizing three and five modes will be compared to.

### 3.5 POD Limitations

While POD reconstructs linear systems very well, it struggles with nonlinear data. An illustrative example is the “Swiss Roll” in 3D data set shown in Figure 8. The Swiss Roll data set is a common training dataset used in the development of nonlinear embedding algorithms [32] [33] [49]. The data is comprised of a two dimensional flat submanifold in $R^3$. The manifold is generated by computing $n$ points $x_i \in R^3$ according to $x = (tcos(t), h, tsin(t))$, where $t = \left[\frac{3\pi}{2}, \frac{9\pi}{2}\right]$, and $h = [0, 30]$. Attempting to project the dataset onto the principal components identified by POD does little to capture the structure of the data along the spiral. Thus, the evolution of the colormap is lost in the attempt to preserve the variance of the data. This can be seen in Figure 9.

Further, it should be noted that POD attempts to minimize the error between the original

<table>
<thead>
<tr>
<th>Method</th>
<th>Full Solution</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
<th>POD</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>500</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>$e$</td>
<td>1</td>
<td>0.8681</td>
<td>0.891</td>
<td>0.9687</td>
<td>0.9969</td>
</tr>
<tr>
<td>$\tau$ (s)</td>
<td>35.9</td>
<td>0.0324</td>
<td>0.0234</td>
<td>0.0368</td>
<td>0.07</td>
</tr>
</tbody>
</table>
**Figure 8:** 3D Swiss Roll Dataset

**Figure 9:** Swiss RollProjected Into 2D via POD
snapshots and the approximation in a least-squares sense rather than approximating the specific
dynamics of a system. Thus, important details of a system’s behavior can be lost if the energy
represented by changes are small relative to the overall energy of the system. Additionally, a
decrease in the least-squares error does not necessarily have a direct relationship to accuracy
relative to the system dynamics. In other words, the POD modes do not have a direct physical
relevance to the system dynamics [50]. Thus, additional POD modes used in the low order
representation do not necessarily lead to a richer representation of the system dynamics [44].

While POD modes are optimal in preserving the energy in a projection, the hope in using
modes generated by the nonlinear reduction techniques in the next chapters is that some behavior
arising in the simulation due to the nonlinearity is better handled by the nonlinear modes, as
opposed to the linear POD modes.
Chapter 4 Locally Linear Embedding

4.1 Introduction

Locally Linear Embedding (LLE) is a nearest neighbors based nonlinear reduction technique that has found use in applications such as clustering and image processing. Similar to POD, LLE is an eigenvector decomposition technique. However, the nonlinear structure of the high-dimensional data is discovered by exploiting the local symmetry of linear reconstructions [31]. Otherwise stated, LLE seeks to map points nearby on-manifold to points nearby in a reduced dimension space. Returning to the Swiss-Roll example, the LLE projection is illustrated by reducing the 3D Swiss Roll Dataset to the 2D space using ten nearest neighbors.

Figure 10: LLE Reduction of Swiss Roll (10 nearest neighbors)
4.2 The LLE Method

The ultimate goal of LLE is the preservation of the geometry of the underlying structure of the data by keeping points in close proximity on the manifold containing the data, in close proximity in a reduced order space. LLE accomplishes this by reconstructing each point from its “K” nearest neighbors using an adjacency weight matrix. The algorithm that accomplishes this is illustrated in Figure 10 [32]. The algorithm begins with identifying the neighbors that will influence the reconstruction of a point. The next stage in the algorithm is the construction of a weight matrix that will reconstruct the point in question. Finally, the low dimensional embedding is created using the weight matrix.

**Figure 10:** Locally Linear Embedding Algorithm [32]
The implementation of the above algorithm is as follows. In this derivation, to avoid confusion with the weight matrix, the snapshots set will be defined as, \( X = \{ \vec{X}_i \}_{i=1}^m, \vec{X}_i \in \mathbb{R}^n \)

**Finding the Weights**

The weight matrix \( W \) is found by introducing the following cost function for each point \( \vec{X}_i \),

\[
RSS_i(W) = \sum_i \left\| \vec{X}_i - \sum_j W_{ij} \vec{X}_j \right\|^2 \tag{43}
\]

Where \( \vec{X}_i \) represents the solution snapshots and \( W_{ij} \) is the weight matrix that quantifies the influence of a point’s nearest neighbors in its reconstruction. These nearest neighbors are identified by Euclidean distance in the higher dimensional space. It is necessary however, that the distance by which a neighbor considered “near,” does not break the manifold plane.

The weight matrix is computed by minimizing Equation (43) subject to two constraints. Specifically, equation (43) is minimized under the conditions that a point is reconstructed only by its neighbors, that is, \( W_{ij} = 0 \) if a neighbor \( \vec{X}_j \) is not considered near, and that \( \sum_j W_{ij} = 1 \) (to maintain invariance under translation). Forcing \( \sum_j W_{ij} = 1 \) also has parallels in the setting of \( W \) as a stochastic transition matrix [51], a relationship that will be explored in the future investigation of diffusion maps. Continuing the minimization problem and utilizing the invariance under translation, define \( k \) as the number of nearest neighbors under consideration. Then, for \( \vec{X}_i \) and all \( \{ \vec{X}_j \}_{j=1}^k \), the points are centered around the point to be reconstructed \( \vec{X}_i \), such that the residual sum of squares is [33].
\[ RSS_i = \left\| \sum_{j=1}^{k} W_{ij} (\bar{X}_j - \bar{X}_i) \right\|^2 = \left\| \sum_{j=1}^{k} W_{ij} \bar{z}_j \right\|^2 \]  \hspace{1cm} (44)

Where \( \bar{z}_j = \bar{X}_j - \bar{X}_i \). Taking the \( \bar{z}_j \) to form a \( k \times n \) matrix \( z \) and setting \( W_i \) as a \( k \times 1 \) matrix, the vector resulting from the summation in equation (44) is, \( W_i^T z \). Further,

\[ RSS_i = \left\| \sum_{j=1}^{k} W_{ij} \bar{z}_j \right\|^2 = \left\| W_i^T z \right\|^2 = W_i^T zz^T W_i \]  \hspace{1cm} (45)

The symmetric \( k \times k \) matrix \( zz^T \) is known as the Gram matrix (hereafter \( G_i \)) of the vectors \( \bar{z}_j \) and contains all the inner products of the nearest neighbors of \( \bar{X}_i \). Returning to the original minimization problem, minimizing

\[ RSS_i = W_i^T G_i W_i \]  \hspace{1cm} (46)

subject to its constraints, we use the vector \( 1 \) (a \( k \times 1 \) vector of ones (to transform the constraint \( \sum_j W_{ij} = 1 \) to \( 1^T W_i - 1 = 0 \)), and introduce the Lagrangian

\[ L(W_i, \lambda) = W_i^T G_i W_i - \lambda (1^T W_i - 1) \]  \hspace{1cm} (47)

Taking the derivative results in,

\[ \frac{dL}{dW_i} = 2G_i W_i - \lambda 1 \quad \Rightarrow W_i = G_i^{-1} \frac{\lambda}{2} 1 \]  \hspace{1cm} (48)

**Computing the Embedding**

With the weight matrices generated by Equation (48), the low dimensional embedding can be computed. The objective function for finding the optimal low dimensional embedding \( Y \)
\[
\phi(Y) = \min_Y \sum_i \left\| \sum_j W_{ij} \tilde{Y}_j - Y_i \right\|^2_2
\]  

(49)

Similar to Equation (43), in Equation (49) the weight matrices are fixed, and the optimization concerns finding the optimal \( \tilde{Y}_i \). After performing some algebra, a form similar to that in the POD optimization problem in Section 3.2 is found.

\[
\phi(Y) = \sum_{i=1}^{m} Y_i^2 - Y_i \left( \sum_{j=1}^{k} W_{ij} Y_j \right) - \left( \sum_{j=1}^{k} W_{ij} Y_j \right) Y_i + \left( \sum_{j=1}^{k} W_{ij} Y_j \right)^2
\]  

(50)

\[
= Y^T Y - Y^T (WY) - (WY)^T Y + (WY)^T (WY)
\]  

(51)

\[
= \left( (I - W)Y \right)^T \left( (I - W)Y \right) = Y^T (I - W)^T (I - W)Y
\]  

(52)

If the \( m \times m \) matrix \((I - W)^T (I - W)\) is set as the matrix \( M \), then the minimization problem becomes,

\[
\phi(Y) = \min_M Y^T MY
\]  

(53)

This is the same form as the maximization problem solved in Section 3.2, and the solution is found in the same manner, by introducing the Lagrangian under the constraint \( Y^T Y = I \).

However, as this is a minimization problem, as opposed to the maximization problem, the low dimensional vectors will be those associated with the smallest valued eigenvectors, as opposed to the large-valued eigenvectors.

Estimating the optimal size of the reduced embedding is not a trivial task unfortunately.
Eigendecompositions that utilize information associated with the bottom several eigenvalues do not exhibit the spectral gap properties associated with methods such as POD and diffusion maps [52]. Thus, finding the number of dimensions in the embedding can be helped by an estimate of the “intrinsic dimension” of the manifold space.

4.3 Reduced Order Modelling

Similar to as was performed using POD modes, the embedding vectors are used as the global basis functions in the Galerkin projection as described in Section 2.2. Once again, the system tested upon was on the interval $[0, 1](m)$ over the time domain $[0, 3](s)$. The boundary conditions are $u_a(x) = \sin(x); \ u_b(x) = -\sin(x)$. The solution snapshot set consists of \{\mathbf{W}_i\}_{i=1}^{50} \in \mathbb{R}^{300}$. The Reynolds number was set to 300. The LLE embedding was computed using different numbers of nearest neighbors on the snapshot set. In order to achieve the correct dimension of the basis functions, the data vectors were fed into the algorithm as 300 data vectors in dimension $m = 50$. Alternatively, the method of snapshots could have been utilized [40].

Figure 11 shows the error over time between the original snapshots and the reconstructed reduced models. The dynamics were generated using three modes for each implementation and compared to the POD reduction with three and five modes. From the results, The LLE reduced model using two nearest neighbors produces comparable results to the POD reduced model using an equivalent number of modes. However, the LLE generated modes were unable to produce the initial evolution of the system as well as the POD modes. Additionally, Figure 12 shows a reconstruction of the snapshots of the most accurate LLE dynamics at different times. The LLE modes were able to reconstruct the shock change in solution comparably well to the POD modes,
Figure 11: Error Between Reduced Model and Full with Different Numbers of Nearest Neighbors (knn = 2, 3, 5)

Figure 12: Reconstruction of LLE with 3 Modes and Two Nearest Neighbors (knn = 2)
but were unable to reconstruct the solution accurately at other points in the solution. Further, adding two additional modes to the POD model resulted in a clearly improved reconstruction. In an attempt to create a more accurate representation through LLE basis functions, different reduced models were created using still two nearest neighbors, but additional modes.

The results of these reduced models can be seen in Figure 13. As can be seen, it takes twice as many modes in the LLE representation to achieve similar accuracy to the POD reduced model with only five modes. Interestingly, across the time domain, introducing a fourth and fifth LLE mode results in worse performance on average. Possibly the fourth and fifth LLE modes are introducing dynamics that hold information on the initial and final condition of the dynamics, but that cause a conflict with previous modes. The modes used to generate these reduced models can be seen in Figure 14. The behavior captured by the LLE modes clearly differs from the structure captured by the modes in Figure 7.

Table 3 displays the relative captured energy and computation time of various LLE reconstructions as compared to the POD reduced dynamics. Table 3 displays the relative captured energy of the dynamics produced using LLE modes. While using the first three LLE modes with two nearest neighbors offers comparable performance, the first three POD modes are still superior. With the addition of two more POD mods, it takes up to ten LLE modes to compete. Additionally, LLE generally has a longer computation time.

**Table 3: Relative Captured Energy and Computation Time for LLE Modes**

<table>
<thead>
<tr>
<th>Method</th>
<th>POD</th>
<th>POD (knn = 2)</th>
<th>LLE (knn = 2)</th>
<th>LLE (knn = 5)</th>
<th>LLE (knn = 2)</th>
<th>LLE (knn = 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>e</td>
<td>0.891</td>
<td>0.9687</td>
<td>0.8737</td>
<td>0.5392</td>
<td>0.5392</td>
<td>0.9661</td>
</tr>
<tr>
<td>τ</td>
<td>0.0234</td>
<td>0.0368</td>
<td>0.0317</td>
<td>0.0167</td>
<td>0.0277</td>
<td>0.0499</td>
</tr>
</tbody>
</table>
Figure 13: Reconstructed LLE Models Utilizing More Modes

Figure 14: Modes Generated by LLE
Chapter 5 Diffusion Maps

5.1 Introduction

Diffusion maps is a dimensionality reduction technique developed by Coifman and Lafon that uses a Markov random walk to create a low dimensional embedding based on diffuse processes [35]. This allows for the representation of nonlinear manifolds in a low dimension, while still retaining a high degree of information about the underlying structure of the high dimensional representation [35] [49] [53]. An example of this can be seen below, in which the 3D Swiss Roll shown in Section 3.4 is projected into two dimensions using diffusion maps.

![Figure 15: Swiss Roll Projected into 2D via Diffusion Maps](image-url)
As with the LLE algorithm in Chapter 4, Diffusion Maps attempt to “unroll” the dataset.

### 5.2 The Diffusion Maps Method

Diffusion maps centers around an objective function utilizing the “diffusion distance”

Quantifying the diffusion distance begins with creating a random walk as originally described in [35]. Given a dataset $X$, a kernel must be chosen such that $k$ is symmetric and positivity preserving, i.e. $k(x, y) = k(y, x)$, and $k(x, y) \geq 0$. A popular kernel choice in the diffusion map algorithm is the Gaussian kernel [49] [53] [54] [36].

$$k(x, y) = \exp \left( \frac{-d_{ij}^2}{\varepsilon} \right)$$ (54)

In Equation (54), $\varepsilon$ is a dimensionless scaling factor used to determine the connectivity of the data and $d_{ij}$ is a chosen distance metric. In this thesis, the distance metric will be $\|X_i - X_j\|$, where $\| \cdot \|$ is the euclidean norm. The choice of the distance metric is application specific however, and other choices have been observed in literature such as the mahalanobis distance [55] [56].

Using the chosen kernel, a reversible Markov chain is created by constructing the normalized graph Laplacian [35] [57]. This begins with defining the degree $d(x_i)$ for each “node” of a dataset $X = \{X_i\}_{i=1}^{m} \in \mathbb{R}^n$. These nodes are analogous to the snapshots previously mentioned. The degrees are defined as,

$$d(x_i) = \sum_{z \in X} k(x_i, z)$$ (55)

An $m \times m$ matrix $P$ of transition probabilities is then constructed such that its entries are
defined as [35],

$$P_i(x_i, x_j) = \frac{k(x_i, x_j)}{d(x_i)}$$  \hspace{1cm} (56)

$P_i$ can be defined as the probability of moving from $x_i$ to $x_j$ in one time-step. For a fully connected graph [58],

$$\lim_{t \to +\infty} P_i(x_i, x_j) = \pi(x_j)$$  \hspace{1cm} (57)

where $\phi_0(y)$ is the stationary distribution and is computed as,

$$\pi(x_i) = \frac{d(x_i)}{\sum_{z \in X} d(z)}$$  \hspace{1cm} (58)

Using the above, the diffusion distance can finally be defined as [35],

$$D^2_i(x_i, x_j) = \left| P_i(x_i, \cdot) - P_i(x_j, \cdot) \right|^2 = \sum_{y \in X} \frac{(P_i(x_i, y) - P_i(x_j, y))^2}{\pi(y)}$$  \hspace{1cm} (59)

In effect $D_t$ is a, “functional weighted $L^2$ distance” [35]. The diffusion distance is based on a proximity in terms of graph connectivity for a diffuse process [57]. It follows that points in a low dimensional embedding based on this distance will be close if there are a large number of short paths between the two points in the original space. Otherwise stated, the points will be close if there is a high probability of moving from a point $x$ to a point $y$ and vice-versa [35]. Further, this distance holds an advantage over geodesic distances, also used in nonlinear model reduction, due to the fact that $D_t$ involves summing over all paths connecting any two points.
Once the diffusion distance has been defined, the goal becomes to create a low-dimensional embedding such that snapshots that are in close proximity in the higher dimension in terms of their diffusion distance are in close proximity in a Euclidean sense in the lower dimensional space. The derivation of the embedding follows from the connection the diffusion distance has to the spectral theory of random walk [57]. The transition matrix $P_t$ has a set of right and left eigenvectors and eigenvalues such that, $|\lambda_0| > |\lambda_1| > \cdots > |\lambda_{n-1}| > |\lambda_n| = 0$ [35], and

$$\phi_j^T P_t = \lambda_j \phi_j^T \quad \text{and} \quad \psi_j^T P_t = \lambda_j \psi_j$$  \hfill (60)

Further, it can be verified that, $\psi_j$ is constant and $\lambda_0 = 1$. For convenience, the left eigenvectors of $P_t$ are normalized with respect to $\frac{1}{\phi_0}$, and the right eigenvectors with respect to $\phi_0$ such that,

$$\left\| \phi_j^2 (x) \right\|_{\pi(x)} = \sum_x \frac{\phi_j^2 (x)}{\pi (x)} = 1$$ \hfill (61)

$$\left\| \psi_i^2 (x) \right\|_{\pi(x)} = \sum_x \frac{\psi_i^2 (x)}{\pi (x)} = 1$$ \hfill (62)

With a biorthogonal spectral decomposition of $p_t$ from equation (56),

$$p_t (x, y) = \sum_{k \geq 0} \lambda_k^j \psi_k (x) \phi_k (y)$$ \hfill (63)

Inserting equation (63) into equation (59) yields,

$$D_t^2 (x_i, x_j) = \sum_{y \in X} \frac{\left( P_t (x_i, y) - P_t (x_j, y) \right)^2}{\pi (y)}$$
\[
\sum_{y \in X} \left( \sum_{i=0}^{n-1} \lambda_k^i \psi_k (x_i) \phi_k (y) \right)^2 \left( \frac{\sum_{j=0}^{n-1} \lambda_k^j \psi_k (x_j) \phi_k (y)}{\pi(y)} \right)^2
\]

\[
\sum_{y \in X} \left( \sum_{k=0}^{n-1} \lambda_k^2 \phi_k^2 (y) \left( \psi_k (x_i) - \psi_k (x_j) \right)^2 \right) \left( \frac{\sum_{k=0}^{n-1} \lambda_k^2 \phi_k^2 (y)}{\pi(y)} \right)^2
\]

(64)

Using the identity from equation (61),

\[
D^2_t (x_i, x_j) = \sum_{k=1}^{n-1} \lambda_k^{2i} \left( \psi_k (x_i) - \psi_k (x_j) \right)^2
\]

(65)

As the first left eigenvector \( \psi_0 \) is constant, it does not enter in the above sum. Further, as the eigenvalues decay, for a certain accuracy, only \( \sim r \) eigenvalues and eigenvectors are potentially needed, such that \( D^2_t \) becomes,

\[
D^2_t (x_i, x_j) = \sum_{k=1}^{r} \lambda_k^{2i} \left( \psi_k (x_i) - \psi_k (x_j) \right)^2
\]

(66)

Equation (66) can be viewed as the Euclidean distance in \( R^k \) if the right eigenvectors are weighted with \( \lambda_j^2 \) as coordinates on the data [57]. Otherwise stated, if the below diffusion mapping from the original space to the diffusion map space

\[
\Psi : x \rightarrow \left\{ \lambda_1 \psi_1 (x) \; \lambda_2 \psi_2 (x) \; \ldots \; \lambda_r \psi_r (x) \right\}^T
\]

(67)

is introduced, one can observe that,

\[
D^2_t (x_i, x_j) = \sum_{k=1}^{r} \lambda_k^{2i} \left( \psi_k (x_i) - \psi_k (x_j) \right)^2 = \left\| \Psi_t (x_i) - \Psi_t (x_j) \right\|^2
\]

(68)

Equation (67) provides a lower dimensional embedding of the original points or snapshots in \( R^n \) into \( R^k \).
5.3 Reduced Order Modelling

Now that the diffusion map machinery is in place, it can be implemented upon the snapshot data set to form the modes that will serve as the global basis functions, as was done for POD and LLE. Defining the same system conditions as have been used previously, a solutions set solution set \( \{W_i\}_{i=1}^{50} \in \mathbb{R}^{300} \) over the space domain \([0, 1](m)\) and time domain \([0, 3](s)\), with boundary conditions \( u_a(x) = \sin(x) \); \( u_b(x) = -\sin(x) \). Similar as was done with the LLE algorithm, the snapshots were fed into the algorithm as 300 data vectors with dimension 50. In the diffusion map embedding, the value of \( t \) in \( \lambda^{2t} \) was chosen as \( t = 1 \), a choice often made throughout the literature [36] [59].

A vital aspect of creating a reduced order model using diffusion maps is the choice of the correct constant \( \varepsilon \) in equation (54). The value of \( \varepsilon \) ultimately determines the proximity from which points on a manifold are considered similar. A suggestion in the literature for an appropriate weighting is some multiple of the minimum distance for the graph to remain fully connected [54] [59] [60]. In other words,

\[
\varepsilon = nC = n \left( \max_{i \neq j} \min_{j} d_{ij} \right)
\]

(69)

where \( d_{ij} \) is the distance in the Euclidean sense, as defined before, and \( n \) is some integer. This distance represents the maximum distance of any one point to its nearest neighbor.

In Figure 16, the reduced order model has been generated using three modes for different values of \( \varepsilon \) and compared against a POD model utilizing three modes. In Figure 17 a selection of reconstructed snapshots are shown. Similar to the performance of the modes generated from
Figure 16: Diffusion Map Error vs POD Error

Figure 17: Snapshots of the Reconstructed DMAP System
LLE, the Diffusion Map modes struggle to recreate snapshots near the initial and final points in the simulation. Instead, the dynamics are attracted to the “shock” through the middle of the simulation. However, with a weighting to the similarity kernel of $\varepsilon = 15C$, the three diffusion map modes are able to approach the performance of three POD modes in terms of the error between the reconstruction and original. Note that as the distance weight grows, the performance of the diffusion map modes begins to approach the performance of the POD modes. This follows from the diffusion map process beginning to weight all points in the dataset similarly if the weight to the similarity measure is large enough.

Figure 18 shows the results of including a higher number of modes in the reduced dynamics. Of note, is that there is no significant difference between the reduced dynamics generated with two diffusion map modes and the dynamics generated with three modes. This suggests that redundant information is contained in the second and third modes, an idea supported in the literature concerning diffusion maps [23] [59] [60]. Using the knowledge that redundant modes exist, and further tuning the weight parameter, reduced dynamics utilizing the first, second, fourth, and sixth modes are generated and compared against POD modes utilizing the top three and five modes. The results can be seen in Figure 19.

From Figure 19, it can be seen that the Diffusion Map dynamics are able to outperform the POD dynamics in minimizing error with one less mode across the majority of the simulation. This performance comes with the caveat that time was invested in discovering the redundant modes. Suggestions for finding these redundant modes includes inspection to find linear dependence between new modes and unique modes [35] [59] [60]. However, this method becomes increasingly difficult as the number of modes continues to grow.
Figure 18: Reduced Dynamics Using Diffusion Maps ($\epsilon=15\text{C}$) and Different Numbers of Modes

Figure 19: Diffusion Map Dynamics with Eliminated Redundant Modes
Figure 20 shows the reconstructed snapshots (generated using the four unique diffusion map modes) at various times, while Figure 21 shows a sampling of the diffusion map generated modes. Table 4 shows the relative captured energy of the reconstructed dynamics using the four unique diffusion map modes. With the elimination of redundant modes and the choice of the correct weighting parameter, the diffusion map modes are able to reconstruct the snapshots in the initial evolution of the dynamics, a task that the previous nonlinear modes struggled with. Further the relative captured energy of the dynamics generated using the Diffusion Map modes compare favorably with the POD dynamics.

Choice of Kernel

The scaling factor $\varepsilon$ defined in equation (54) is a global scaling weight. However, the introduction of a different kernel may result in a more optimal weighting of the snapshots. To this end, the local similarity kernel in equation (70) is introduced as defined by Zelnik-Manor and Perona [61] and used to generate a new reduced model.

$$k(x, y) = \frac{-d(x, y)}{\sigma_x \sigma_y}$$  \hspace{1cm} (70)

In equation (70), $\sigma_x$ and $\sigma_y$ are local scales defined by the density surrounding the points in question. Mirroring the demonstration by Zelnik-Manor and Perona, the local scales are

<table>
<thead>
<tr>
<th>Method</th>
<th>POD</th>
<th>POD</th>
<th>Dmap ($\varepsilon = 25*C$)</th>
<th>Dmap ($\varepsilon = 25*C$)</th>
<th>Dmap ($\varepsilon = 25*C$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>0.891</td>
<td>0.9687</td>
<td>0.9007</td>
<td>0.9707</td>
<td>0.972</td>
</tr>
<tr>
<td>$\tau$</td>
<td>0.0234</td>
<td>0.0368</td>
<td>0.0242</td>
<td>0.0319</td>
<td>0.0487</td>
</tr>
</tbody>
</table>
Figure 20: Reconstructed Diffusion Map Snapshots

Figure 21: Sampling of Diffusion Map Generated Modes
defined by,

\[ \sigma_x = d(x, x_k) \]  \hspace{1cm} (71) 

That is, \( \sigma_x \) is the distance between a point \( x \) it’s k’th nearest neighbor. This kernel was used in the diffusion map implementation on the solution set generated from the full solution, in place of the global kernel. The local scaling was chosen based on the distance from the seventh nearest neighbor. Other choices of neighbors were investigated, but did not make significant differences in the quality of the basis functions generated. With the new kernel, the process of disregarding redundant eigenvectors was performed, and the error compared to POD dynamics, and the global kernel dynamics. The results are shown in Figure 22.

While the reduced dynamics generated with the new kernel using three modes showed comparable performance to the equivalent POD dynamics, modes generated using the local kernel were not able to outperform the global kernel. However, the choice of an improved kernel could result in superior performance than a general kernel. The choice of kernel would necessarily be application specific however.
Figure 22: Error Between Diffusion Map Reconstructed Model and POD Reconstructed Mode
Chapter 6 Laplacian Eigenmaps

6.1 Introduction

Laplacian Eigenmaps is a nonlinear dimensionality reduction technique developed by Mikhail Belkin and Partha Niyogi [33]. Sharing similarities with both LLE and Diffusion Maps, Laplacian Eigenmaps utilizes both a neighborhood graph, as with LLE, to define the local reconstruction and the heat kernel to weight the neighbors and further quantify the influence in the reconstruction that each neighbor has. The heart of the method lies in the connection of the graph Laplacian, the Laplace-Beltrami operator, and the heat equation. In keeping with the convention of the rest of this thesis, Figure 23 demonstrates the results of the method by showing the projection of the 3D Swiss Roll to 2 dimension

Figure 23: 2D Laplacian Eigenmap Projection of Swiss Roll Using 10 Nearest Neighbors
6.2 The Laplacian Eigenmaps Method

The algorithm for computing the Laplacian eigenmap embedding \( Y = \{Y_i\}_{i=1}^m \in R^r \), from an initial snapshot set \( X = \{X_{ij}\}_{i=1}^m \in R^n \) begins with creating an adjacency graph similar to the construction in LLE. An edge is placed between adjacent points on the graph. Nearness of points can be determined by selecting all points within a maximum distance in a Euclidean sense or by selecting a set number of nearest neighbors.

Once the neighbors have been found, the weights of the neighbors are chosen. This can be done by utilizing the heat kernel so that for a weight matrix \( W \) [33],

\[
W_{ij} = \exp \left( \frac{(\bar{X}_i - \bar{X}_j)}{\varepsilon} \right)
\]

Where \( W_{ij} \) is the weight between a snapshot \( \bar{X}_i \) and the snapshot \( \bar{X}_j \). Meanwhile, \( \varepsilon \) is a scalar parameter that determines the connectedness of the graph.

Once the weights are computed, the eigenmapping can be found. Similar to the methods outlined in Chapters 3 - 5, a generalized eigenvalue problem of the form [33],

\[
Lf = \lambda Df
\]

is solved, where \( D \) is a diagonal weight matrix with entries of column sums of \( W \). \( L = (D - W) \) is the positive semi-definite Laplacian matrix.

**Optimality**

Consider the mapping of a dataset \( X = \{\bar{X}_i\}_{i=1}^m \in R^n \) onto a line \( y = \{y_1, y_2, ..., y_m\}^T \in R \). The optimality of this mapping is defined by [62],

\[
\min_{y_i} \sum_{ij} (y_i - y_j)^2 W_{ij}
\]
Where $W_{i,j}$ quantifies the weights between points in the higher dimensional space (based on the similarity measure in equation (75)). Further, as $W_{ij}$ is symmetric and $D_{i,i} = \sum_{j=1}^{n} W_{j,i}$,

$$
\min_{y_i} \sum_{j} (y_i - y_j)^2 W_{ij} = \min_{y_i} \sum_{j} (y_i^2 - y_j^2 - 2 y_i y_j W_{ij})
$$

$$
= \min_{y_i} \left\{ \sum_i y_i^2 D_{ii} + \sum_j y_j^2 D_{jj} - \sum_{i,j} y_i y_j W_{ij} \right\}
$$

$$
= \min_{y} 2y^T Ly
$$

(75)

To this, the constraint $y^T D y = 1$ is added. Extending this to an embedding into an r-dimensional Euclidean space $\{\vec{Y}_i\}_{i=1}^m \in \mathbb{R}^r$, the objective function becomes,

$$
\min_{Y} \sum_{i,j} \left\| Y_i - \bar{Y}_i \right\|^2 W_{ij} = \min_{Y} 2tr(Y^T LY)
$$

(76)

With the constraint $Y^T D Y = I$. This optimization problem can be found by solving the generalized eigenvalue problem [63],

$$
LY = \lambda DY
$$

(77)

**The Graph Laplacian**

The previously mentioned graph Laplacian is analogous to the Laplace-Beltrami operator [33], a generalized operator on functions on manifolds in Euclidean space. The justification for the Laplacian Eigenmap method lies in the suitability of the eigenvectors of the Laplace-Beltrami operator for an embedding. Put another way, the eigenvectors are functions that maps nodes in the high dimensional space to the low dimensional space in such a way that points near in the high-dimensional space are assigned points near in the low-dimensional space. As an example, take two points $\vec{Z}$ and $\vec{X}$ mapped to $f(\vec{Z})$ and $f(\vec{X})$. Then, as shown by Belkin and Niyogi [33],
\[
\left| f(\tilde{Z}) - f(\tilde{X}) \right| \leq \|\nabla f(\tilde{X})\|\|\tilde{Z} - \tilde{X}\| + o(\|\tilde{Z} - \tilde{X}\|) \tag{78}
\]

Where the gradient \( \nabla f \) is a vector in the tangent space such that given another vector \( \tilde{v} \), \( df = \langle \nabla f(\tilde{x}), \tilde{v} \rangle \) [33]. Further, \( \|\nabla f(\tilde{X})\| \) provides a measure for how far apart \( f \) maps nearby points [33]. Thus, it is desirable to minimize the gradient. To this end, the objective function becomes,

\[
\min_{\tilde{X}} \int \|\nabla f(\tilde{X})\|^2 \tag{79}
\]

Further, Belkin and Niyogi go on to show that minimizing Equation (79) reduces to finding the eigenfunctions of the Laplace Beltrami operator.

### 6.3 Reduced Order Modelling

Utilizing Laplacian Eigenmap modes in conjunction with the Galerkin projection has basis in the literature. In [34], Pyta and Abel perform the Laplacian Eigenmap reduction on a lid-driven cavity problem. In creating the basis functions, they utilize the method of snapshots, performing the reduction on the snapshots in space rather than snapshots in time, to generate the temporal coefficients \( \alpha \) of the Galerkin method. The coefficients are then transformed to the global basis functions using the transformation,

\[
\tilde{\xi} = (\alpha^T \alpha)^{-1} \alpha^T \tilde{W} \tag{80}
\]

With the method established, the global basis function were then computed for the model reduction. As with other methods, the spatial domain is set to \([0, 1](m)\) while the time domain is set to \([0, 3](s)\). The initial condition is \( w_o(x) = \sin(2\pi x) \) with boundary conditions of, \( u_a(t) = \sin(\pi x), u_b(t) = -\sin(\pi x) \). The heat kernel weight and the number of nearest neighbors knn was varied, and the error between the Laplacian Eigenmap generated dynamics was compared against the POD dynamics. The results can be seen in Figure 24 and Figure 25.
**Figure 24:** Error from Reduced Dynamics Using Laplacian Eigenmap Modes with Different Weights

**Figure 25:** Laplacian Eigenmaps Generated Dynamics with Different Numbers of Nearest Neighbors (knn)
In the simulations, the Laplacian Eigenmap generated modes compared favorably against the POD generated modes, with different configurations of nearest neighbors and heat kernel weighting providing advantages against POD at different points in the simulation. The optimal configuration to use in the generation of the modes would most likely be application specific, depending on the dynamics to be reproduced. In Figure 26, the reduced dynamics were reproduced using different numbers of modes to test against POD produced dynamics using higher numbers of modes. No significant improvements could be seen in the Laplacian Eigenmap modes that offered an advantage over an equivalent number of POD modes. In Figure 27 and Figure 28, the top six modes generated by Laplacian Eigenmaps are seen for different weighting configurations.

Figure 26: Dynamics Generated with Different Numbers of Laplacian Eigenmap Generated Modes (knn defines number of nearest neighbors considered)
Figure 27: Laplacian Eigenmap Modes ($knn = 2, \varepsilon = 10$)

Figure 28: Laplacian Eigenmap Modes ($knn = 15, \varepsilon = 10$)
In Table 5, the relative captured energy of the reduced dynamics generated by the Laplacian Eigenmap modes can be seen. At three modes, the Laplacian Eigenmap generated modes outperform the equivalent number of POD modes. However, with the addition of the fourth and fifth POD modes, the POD dynamics are superior to the dynamics generated by the top five Laplacian Eigenmap modes.

**Table 5:** Relative Captured Energy and Computation Time of Laplacian Eigenmap Reduced Dynamics

<table>
<thead>
<tr>
<th>Method</th>
<th>POD</th>
<th>POD (ε = 10, knn = 2)</th>
<th>Emap (ε = 10, knn = 10)</th>
<th>Emap (ε = 10, knn = 3)</th>
<th>Emap (ε = 10, knn = 10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>e</td>
<td>0.891</td>
<td>0.9687</td>
<td>0.9297</td>
<td>0.9068</td>
<td>0.9742</td>
</tr>
<tr>
<td>τ</td>
<td>0.0234</td>
<td>0.0368</td>
<td>0.0379</td>
<td>0.0378</td>
<td>0.0487</td>
</tr>
</tbody>
</table>
Chapter 7 Further Testing

7.1 Time Domain and Reynolds Number

All previous testing concerned simulations over the time domain $[0, 3]$ (s), a sampling rate of .06 seconds, and a Reynolds number of $Re = 300$. In this section, the performance of the nonlinear modes across a longer time domain and with different values of the Reynolds number is tested. The configurations of the reduction methods were tuned for better results.

Extending the Time Domain:

For a new set of simulations, the time domain was expanded to $[0, 10]$ (s). The sampling rate was kept the same (0.06s), resulting in 167 solution snapshots, and the spatial discretization of 300 nodes was kept the same. The full order solution was still created using 500 sinusoidal modes. The boundary conditions of $u_a = \sin(\pi x)$, $u_a = -\sin(\pi x)$ and initial condition $w(x, 0) = \sin(2\pi x)$ were kept. The simulation was performed using both three and five modes using the best performing model reduction methods from previous testing. The results can be seen in Table 6 and Table 7. On the extended time domain, the POD modes outperform the nonlinear modes for all methods other than those generated by Diffusion Maps. However, the POD generated dynamics hold a slight advantage in computation time.

Increasing the Nonlinearity

The simulations were again performed on the domain $[0, 10]$ (s), with equivalent initial and boundary conditions. However, the nonlinearity was increased by increasing the Reynolds number to $Re = 700$. This necessitated increasing the spatial discretization to 700 nodes. The results can be seen in Table 8 and Table 9. With the increase in the Reynolds number, the
**Table 6:** Reduced Dynamics From Nonlinear Modes on \([0,10] \text{ (s)}\) (3 modes, \(\text{Re} = 300\))

<table>
<thead>
<tr>
<th>Method</th>
<th>Full Solution</th>
<th>POD</th>
<th>LLE ((\text{knn} = 2))</th>
<th>Dmap ((\varepsilon = 25*C))</th>
<th>Emap ((\text{knn} = 10, \varepsilon = 10))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N)</td>
<td>-</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>(e)</td>
<td>1</td>
<td>0.8924</td>
<td>0.8603</td>
<td>0.9175</td>
<td>0.8747</td>
</tr>
<tr>
<td>(\tau \text{ (s)})</td>
<td>115.4</td>
<td>0.0536</td>
<td>0.0531</td>
<td>0.0627</td>
<td>0.1153</td>
</tr>
</tbody>
</table>

**Table 7:** Reduced Dynamics from Nonlinear Modes on \([0,10] \text{ (s)}\) (5 modes, \(\text{Re} = 300\))

<table>
<thead>
<tr>
<th>Method</th>
<th>Full Solution</th>
<th>POD</th>
<th>LLE ((\text{knn} = 2))</th>
<th>Dmap ((\varepsilon = 25*C))</th>
<th>Emap ((\text{knn} = 3, \varepsilon = 10))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N)</td>
<td>-</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>(e)</td>
<td>1</td>
<td>0.9551</td>
<td>0.9213</td>
<td>0.9575</td>
<td>0.9584</td>
</tr>
<tr>
<td>(\tau \text{ (s)})</td>
<td>115.4</td>
<td>0.0891</td>
<td>0.1114</td>
<td>0.1164</td>
<td>0.1387</td>
</tr>
</tbody>
</table>

**Table 8:** Reduced Dynamics From Nonlinear Modes on \([0,10] \text{ (s)}\) (3 modes, \(\text{Re} = 700\))

<table>
<thead>
<tr>
<th>Method</th>
<th>Full Solution</th>
<th>POD</th>
<th>LLE ((\text{knn} = 2))</th>
<th>Dmap ((\varepsilon = 25*C))</th>
<th>Emap ((\text{knn} = 3, \varepsilon = 5))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N)</td>
<td>500</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>(e)</td>
<td>1</td>
<td>0.8638</td>
<td>0.8287</td>
<td>0.8817</td>
<td>0.8743</td>
</tr>
<tr>
<td>(\tau \text{ (s)})</td>
<td>304.77</td>
<td>0.0638</td>
<td>0.0518</td>
<td>0.0712</td>
<td>0.1029</td>
</tr>
</tbody>
</table>

**Table 9:** Reduced Dynamics From Nonlinear Modes on \([0,10] \text{ (s)}\) (5 modes, \(\text{Re} = 700\))

<table>
<thead>
<tr>
<th>Method</th>
<th>Full Solution</th>
<th>POD</th>
<th>LLE ((\text{knn} = 2))</th>
<th>Dmap ((\varepsilon = 20*C))</th>
<th>Emap ((\text{knn} = 3, \varepsilon = 5))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N)</td>
<td>500</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>(e)</td>
<td>1</td>
<td>0.9067</td>
<td>0.4573</td>
<td>0.9315</td>
<td>0.9473</td>
</tr>
<tr>
<td>(\tau \text{ (s)})</td>
<td>304.77</td>
<td>0.1416</td>
<td>0.7279</td>
<td>0.1709</td>
<td>0.2357</td>
</tr>
</tbody>
</table>
nonlinear modes generated by the Diffusion Map and Laplacian Eigenmap model begin to show a clearer advantage over the POD modes, particularly with the inclusion of 5 modes. The nonlinear modes generally hold to their performance against the low Reynolds number dynamics, while the performance of the POD modes falls off with the growing nonlinearity. Computations using the POD modes continue to hold an advantage in computation time over the nonlinear modes however. The modes generated by the LLE process were generally inferior to the POD modes in all simulations run.

*Increasing the Number of Snapshots*

A final set of simulations were performed under equivalent conditions to those previously described, however, the solution manifold was sampled more densely. The manifold was sampled at a rate of .03 seconds, resulting in 300 solution snapshots. The results can be seen in Table 10 - Table 13. Similar advantages from the nonlinear modes can be seen. Particularly when the Reynolds number is large. The greater density of snapshots also results in improved performance by the Laplacian Eigenmap modes.

**7.2 Predictive Models**

A final measure of the ability of the nonlinear modes to capture fundamental aspects of the system dynamics is the ability to reproduce the dynamics of models generated under different initial conditions, rather than a comparison towards the specific solution set the snapshots are taken from. To examine this, different reduction methods were applied to a training set of data. This set of data was similar to the previous systems, with an initial condition of \( w_0(x) = \sin(2\pi x) \) and boundary conditions \( u_a(t) = \sin(\pi x), u_b(t) = -\sin(\pi x) \). The Reynolds
Table 10: Reduced Dynamics From Nonlinear Modes on [0,10] (s)
(3 modes, Re = 300, 300 snapshots)

<table>
<thead>
<tr>
<th>Method</th>
<th>Full Solution</th>
<th>POD</th>
<th>LLE (knn = 2)</th>
<th>Dmap (ε = 35*C)</th>
<th>Emap (knn = 3, ε = 0.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>500</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>e</td>
<td>1</td>
<td>0.8599</td>
<td>0.8596</td>
<td>0.8892</td>
<td>0.9307</td>
</tr>
<tr>
<td>τ (s)</td>
<td>131.8</td>
<td>0.0612</td>
<td>0.0613</td>
<td>0.0804</td>
<td>0.1586</td>
</tr>
</tbody>
</table>

Table 11: Reduced Dynamics From Nonlinear Modes on [0,10] (s)
(5 modes, Re = 300, 300 snapshots)

<table>
<thead>
<tr>
<th>Method</th>
<th>Full Solution</th>
<th>POD</th>
<th>LLE (knn = 2)</th>
<th>Dmap (ε = 25*C)</th>
<th>Emap (knn = 3, ε = 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>500</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>e</td>
<td>1</td>
<td>0.955</td>
<td>0.597</td>
<td>0.9581</td>
<td>0.9744</td>
</tr>
<tr>
<td>τ (s)</td>
<td>131.8</td>
<td>0.1061</td>
<td>0.0859</td>
<td>0.1386</td>
<td>0.1322</td>
</tr>
</tbody>
</table>

Table 12: Reduced Dynamics From Nonlinear Modes on [0,10] (s)
(3 modes, Re = 700, 300 snapshots)

<table>
<thead>
<tr>
<th>Method</th>
<th>Full Solution</th>
<th>POD</th>
<th>LLE (knn = 2)</th>
<th>Dmap (ε = 35*C)</th>
<th>Emap (knn = 3, ε = 15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>500</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>e</td>
<td>1</td>
<td>0.8638</td>
<td>0.8287</td>
<td>0.8817</td>
<td>0.8859</td>
</tr>
<tr>
<td>τ (s)</td>
<td>315.6</td>
<td>0.0624</td>
<td>0.0594</td>
<td>0.0931</td>
<td>0.1038</td>
</tr>
</tbody>
</table>

Table 13: Reduced Dynamics From Nonlinear Modes on [0,10] (s)
(5 modes, Re = 700, 300 snapshots)

<table>
<thead>
<tr>
<th>Method</th>
<th>Full Solution</th>
<th>POD</th>
<th>LLE (knn = 2)</th>
<th>Dmap (ε = 35*C)</th>
<th>Emap (knn = 3, ε = 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>500</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>e</td>
<td>1</td>
<td>0.8943</td>
<td>0.8605</td>
<td>0.9321</td>
<td>0.9473</td>
</tr>
<tr>
<td>τ (s)</td>
<td>315.6</td>
<td>0.1216</td>
<td>0.7974</td>
<td>0.1901</td>
<td>0.3548</td>
</tr>
</tbody>
</table>
number was set to 500, and 500 snapshots were sampled from the solution manifold. The basis functions were then generated from the training set of data. From the training set of data, the initial conditions were perturbed three times, and the dynamics were simulated using the Galerkin method based on the previously computed basis functions. The results were then averaged. This approach is similar to that applied to Laplacian Eigenmaps in the context of the Navier-Stokes equation in [34]. The results can be seen in Table. Under these conditions, the nonlinear modes generated by Diffusion Maps and Laplacian Eigenmaps significantly. Further, in the process of generating the reduced dynamics, as the initial conditions were perturbed farther from those in the training data set, the dynamics generated by the POD modes and Diffusion Map modes performed worse, while those generated by Laplacian Eigenmaps held a steady performance. This corroborates the results in [34]. The modes generated by LLE were not able to reconstruct the dynamics in a measure comparable to the other model reduction techniques.

<table>
<thead>
<tr>
<th>Method</th>
<th>Full Solution</th>
<th>POD</th>
<th>LLE (knn = 2)</th>
<th>Dmap (ε = 50*C)</th>
<th>Emap (knn = 10, ε = 35)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>500</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>e₁</td>
<td>1</td>
<td>0.6382</td>
<td>0.299</td>
<td>0.7237</td>
<td>0.8226</td>
</tr>
<tr>
<td>e₂</td>
<td>1</td>
<td>0.6382</td>
<td>0.1597</td>
<td>0.7497</td>
<td>0.8449</td>
</tr>
<tr>
<td>e₃</td>
<td>1</td>
<td>0.6769</td>
<td>0.252</td>
<td>0.7881</td>
<td>0.8159</td>
</tr>
<tr>
<td>e_avg</td>
<td>1</td>
<td>0.6358</td>
<td>0.2369</td>
<td>0.7538</td>
<td>0.8278</td>
</tr>
</tbody>
</table>
Chapter 8 Conclusions

In this thesis, the one dimensional Burgers’ equation was investigated in the context of reduced order models using the Galerkin Method. Global basis functions generated by Proper Orthogonal Decomposition were compared to basis functions generated by the nonlinear model reduction methods of Locally Linear Embedding, Diffusion Maps and Laplacian Eigenmaps. The Reduced order dynamics were compared over different time domains, different snapshot samplings, and different Reynolds numbers.

In the simulations, the nonlinear modes generated by Diffusion Maps and Laplacian Eigenmaps compared favorably in terms of accuracy against the traditional POD modes, particularly when the Reynolds number is larger. Modes generated by LLE however, were not compared to those generated from the other three methods. This possibly could be due to the binary nature of the adjacency graph used in LLE introducing an “averaging” effect in its attempts to capture the structure of the evolving data. In terms of computation time however, dynamics generated using POD modes were typically computed more quickly.

The benefits gained from the nonlinear modes occur only in the context of computing the dynamics via the Galerkin method. POD is optimal in the energy preservation sense in a direct linear projection. Further, the advantages of the nonlinear modes come with the caveat of necessary tuning of parameters. As the dynamics in question change, the weights and nearest neighbors used in the computation of the nonlinear modes will change. The is not a trivial requirement to accommodate between different systems. Further, utilizing Diffusion maps requires identification of the relevant modes before utilizing them as basis functions. In general,
these nonlinear embedding methods are more involved than the equal global weighting in POD and direct proportional ranking (in terms of information contained) of the POD modes.

Further applications of the nonlinear methods in the context of model reduction involve their application in simulating more complex dynamics such as the two dimensional Burgers’ Equation, or the more complex Navier-Stokes equations. Further, the effect of the modes on the introduction of controls, both for linearized models and nonlinear optimal control such as in [64]. Additionally, improvements have been shown in POD by performing the method locally based on space-vector clustering [65]. Nonlinear model reduction techniques have shown promise in their application in clustering [66] [67], and thus could be incorporated in a clustering algorithm for the purposes of local reduction.

More research is needed in understanding the behavior embodied by the nonlinear modes and why they hold advantageous properties in the reduced order modelling of the 1D Burgers’ equation. Clearly though, these model reduction schemes have the potential to offer great benefits in the analysis of fluid flow.
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