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Abstract

One of the issues concerning the long-term lifespan of Zr cladding tubes is an axial expansion and radial contraction that occurs in response to neutron irradiation. This volume-conservative response in the absence of an applied stress has been termed irradiation growth, a consequence of both the inherent anisotropy of alpha-Zr hexagonal close-packed crystal structure, and crystalline texture in tube fabrication. Irradiation growth strains generally saturate at low doses, but suddenly accelerate after an incubation dose. This growth breakaway has been correlated with the nucleation of faulted vacancy loops on basal planes (c-loops); at lower doses, the irradiated Zr microstructure is characterized by the co-existence of vacancy and interstitial dislocation loops on prismatic planes (a-loops). The goal of this dissertation is split into two categories: 1) to elucidate the mechanisms governing microstructure evolution and develop a computational database to describe such mechanisms; and 2) to incorporate this database into a mechanistically-based cluster dynamics (CD) model capable of describing interstitial and vacancy a-loop co-existence in addition to c-loop nucleation and growth.

This goal requires a computational multi-scale approach that bridges several orders of magnitude in length and time scales. Lower-length scale techniques such as density functional theory (DFT) and molecular dynamics (MD) have been used to simulate interactions at the atomic scale and provide essential parameters, including: 1) Interaction energies of solute and impurities with stacking faults and c-loop precursors; 2) defect production rates from displacement cascades; 3) preferred defect cluster configurations and mobilities; 4) defect binding energies; 5) dislocation loop stress states; and 6) defect capture radii. With these key physics incorporated into a CD model, it was found that an inherent bias exists between vacancy and interstitial a-loops for the capture of same-type defects. The resultant interaction rates drive the simultaneous growth of these loops in the microstructure. The growth of c-loops, on the other hand, is driven by the anisotropy difference of defect cluster diffusion, rather than that of point defects. The work presented in this dissertation marks the first time that these phenomenon have been successfully modeled in a purely mechanistic fashion, and highlights the importance of scale-bridging computational approaches to solve current and future issues of materials performance in extreme nuclear environments.
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Chapter One:

Introduction and Background

Zr alloys have historically been selected as cladding materials for nuclear applications primarily due to their low thermal neutron absorption cross section and good balance of strength and corrosion resistance [1]. At the intended operating conditions of conventional LWRs, these alloys crystallize in the low-temperature (T < 863 °C) hexagonal close-packed (hcp) α phase and undergo volume conservative irradiation growth strains when exposed to a neutron flux [2]. In Zr single crystals, these strains manifest as an expansion along the a-axis with a corresponding contraction along the c-axis [3, 4]. The growth behavior in single crystals is characterized by an initial transient followed by strain saturation at low-to-moderate fluences. This apparent saturation ends once a threshold, or incubation, dose is reached, at which point the growth strain exhibits a greatly accelerated “breakaway” with increasing neutron fluence. These three stages of irradiation growth are captured in Fig. 1-1 for Zr single crystals oriented along the a-axis (positive strain data) and c-axis (negative strain data).

In polycrystalline Zr the macroscopic growth response will depend upon the orientation of its grains. Due to the anisotropic response of Zr to cladding fabrication processes, the tubes will develop a preferred texture [5]. The fraction of basal poles, \( f^c \), oriented along the radial, transverse, and axial directions following fabrication is approximately 0.60, 0.33, and 0.07 for the Zircaloy family of alloys. The macroscopic irradiation growth response in a given direction, \( D \), is governed by the “growth anisotropy factor”, \( G_D \):

\[
G_D = 1 - 3f_D^c
\]  

A large fraction of basal poles oriented in a given direction will result in large negative strains, while positive growth strains will manifest perpendicular to those directions. For Zr cladding tubes, the consequence of texture is an overall shrinkage in the radial direction and expansion in the axial direction. Continued growth strains in the accelerated regime can cause significant bowing of Zr cladding rods and restriction of cooling channels [6]. Despite significant effort by various researchers over several decades, the mechanisms responsible
Fig. 1-1. Irradiation growth behavior in iodide and zone-refined Zr single crystals as a function of neutron fluence (T = 553 K), as reproduced from reference [4].
for breakaway irradiation growth are still largely ambiguous. Suggested controlling mechanisms including point defect diffusion anisotropy and the role of impurities are often contradictory in the existing literature. The goal of this dissertation is to further our understanding of the mechanisms responsible for breakaway irradiation growth through multi-scale modeling and simulation. This document will first present an overview of existing literature and attempt to highlight the most likely contributors to the phenomenon. Finally, the work performed towards the completion of this dissertation will be summarized and the organization of this document will be summarized for the reader.

1.1 Irradiated microstructure in α-zirconium

The irradiation growth strains of α-Zr in response to an incident particle flux are best understood by correlating the behavior with the evolution of irradiation damage over time. Damage is initially produced as a consequence of sequential atomic collisions that occur once a Zr atom is ejected from its lattice site by an incident energetic particle. A significant number of Frenkel pair defects are generated locally during the subsequent displacement cascade, and while a considerable fraction of these defects recombine athermally during the thermal spike period, residual damage remains in the form of single interstitials, monovacancies, and defect clusters [7-12]. Mobile defects will diffuse through the surrounding structure via random jumps between one low-energy site to another, resulting in long-range transport away from their origins. The eventual fate of these defects is to either recombine with defects of opposite type, cluster with defects of the same type, or be absorbed at various sinks (such as dislocation loops, voids, or grain boundaries). The microstructure that evolves in irradiated materials is the end result of continuous defect production, transport, and interaction. Understanding this microstructure evolution in irradiated α-Zr and correlating it with the observed growth strains is a key step in predicting irradiation growth behavior.

1.1.1 Prismatic α-loops

In Zr, the predominant extended defects are interstitial and vacancy dislocation loops that co-exist in the structure. At low fluence, dislocation loops are only found to form on \{10\overline{1}0\} prismatic type I (PPI) habit planes with perfect \( \mathbf{b} = 1/3 \langle 11\overline{2}0 \rangle \) Burgers vector; because their Burgers vector lies in one of the three a-axis hcp directions, these loops have been termed “α-loops” [13-18]. A-loops are expected to be faulted at small sizes with a Burgers vector of \( \mathbf{b} = 1/2 \langle 10\overline{1}0 \rangle \) and only form perfect loops through a 1/6 \( \langle 12\overline{1}0 \rangle \) shearing of the fault plane [19]. While these loops initially form in a seemingly homogenous distribution throughout the matrix, α-loops tend to undergo significant ordering as the incident particle fluence is increased, as is evident in Fig. 1-2 [20]. In particular, vacancy α-
Fig. 1-2. Vacancy and interstitial dislocation a-loops co-exist in the structure, and order as the incident particle fluence increases (2.3, 4.7, and 7.0 dpa proton fluence in a) – c) respectively), as reproduced from reference [20].
loops order onto parallel basal sheets while interstitial a-loops lie in between these rows [13, 16, 20]. Within these ordered sheets of vacancy a-loops, the loop faces are randomly oriented such that the tensile strain fields normal to the loop faces do not overlap [17, 21].

While a definite mechanism for a-loop ordering has not yet been agreed upon, it is interesting to note that a similar basal plane ordering has been reported for krypton bubble lattices in hcp Ti [22] and void lattices in hcp Al2O3 [23]. In an effort to explain void and bubble lattice formation, a model based on 2-D diffusion of self-interstitial (SIA) dumbbells was developed to simulate void movement when exposed to an imbalanced SIA flux [24]. Voids were found to order within parallel sheets in such a way that their SIA capture volumes overlap (i.e. neighboring voids self-shield against SIA capture). This scenario is analogous to a-loop banding in α-Zr and may explain why only vacancy loops undergo long-range ordering. While 2-D diffusion of SIAs in Zr have not yet been reported in literature, small basal-crowdion clusters are believed to migrate through a sequence of 1-D jumps along primary a-axis directions [25]. Due to the fact that all a-axes lie within the basal plane, the mass transport of SIA clusters is overall 2-D and may drive vacancy a-loop ordering. Solute atoms may additionally play some role in the ordering efficacy in Zr alloys. For example, a-loop ordering is evident in Zircaloy-2 alloys and may be related to the anti-correlation of Fe and Sn in alternating basal sheets [20]. Conversely, low-Sn ZIRLO, E635, and E110 alloys (which contain higher amounts of Nb and lower amounts of Sn), exhibit reduced a-loop banding [26-28].

There are three defining characteristics for a-loop microstructure: 1) number density; 2) size distribution (average size); and 3) relative fraction of interstitial to vacancy type a-loops. Each of these characteristics are heavily dependent on factors such as temperature, incident particle fluence, and alloying composition. In general, increasing irradiation temperature results in larger a-loops with lower number densities [16-18, 29]. Similarly, increasing particle fluence will result in larger a-loops [16, 29]. However, perhaps most interesting is the difference in a-loop microstructure between alloyed and pure Zr. It is consistent in literature that a-loops grow to much larger sizes with broader size distributions in pure Zr [18, 29]; for example, at 573K the average a-loop diameters in pure Zr and Zircaloy-2 alloy were 18.6 nm and 6.5 nm, respectively [29]. This particular observation is rarely discussed in literature, but it is clear that solute must have some effect on the interaction rates between defects and sinks such as dislocation loops. It is possible that solute interaction with mobile defects may reduce their overall diffusivity [30], or that solute segregation to dislocation loops may screen their strain fields [31] and, thus, reduce defect capture distances.

1.1.2 Faulted basal c-loops

Following some incubation dose, faulted loops of vacancy character begin to first form near amorphizing precipitates, and eventually develop with high number densities [13, 22-36]. The nucleation of these unique defects has been correlated with the onset of breakaway irradiation growth and has therefore been a subject of significant scrutiny in the literature.
These loops lie on basal planes with a Burgers vector of either $\mathbf{b} = 1/2 [0001]$ (corresponding to basal extrinsic faulting) or $\mathbf{b} = 1/6 <20\overline{2}3>$ (corresponding to basal $l_1$ intrinsic faulting) [37]; because these loops have components of their Burgers vectors along the hcp c-axis, these loops have been termed “c-loops”. While a-loops are known to range in diameter from several nm to several tens of nm, c-loops often grow in excess of 100 nm in diameter and are rarely seen below 10 nm in diameter.

It is hypothesized that the initial growth transient of Zr under irradiation is due to the formation of small defect clusters and dislocation a-loops [38]. Interstitial a-loops apply a compressive strain along the a-direction and a weak tensile strain along the c-direction. As fluence increases, it is speculated that growth saturation occurs due to the compensating effect of vacancy a-loop formation (which exhibit the opposite strain field characteristics of interstitial a-loops). The breakaway regime, then, would be a consequence of the large c-axis tensile strains that emanate from c-loops. It is unclear why c-loop formation would also result in accelerating a-axis expansion unless their growth reduced the availability of vacancy a-loops in the structure. There is weak experimental evidence for this case [20], but there is certainly a need for future work to confirm or deny such a hypothesis. Regardless, it is evident that understanding c-loop formation is the key to predicting breakaway irradiation growth behavior. Despite decades of research, however, the mechanisms that drive c-loop nucleation and growth are still ambiguous. A summary of some potential key factors will be described in the preceding section.

### 1.2 Factors that affect breakaway irradiation growth

#### 1.2.1 Temperature

The effect of temperature is clear in Fig. 1-3(a) and has been discussed in the framework of the production bias model (PBM) [39-41]. This model is an improvement over the conventional rate theory approach which assumes that defect generation occurs only in the form of Frenkel pair defects. A production bias arises due to the clustering of defects in-cascade; SIA clusters are mobile while small vacancy clusters are assumed to be immobile. Vacancy clusters may act as a source of mobile monovacancies by thermal evaporation at higher temperatures while SIA clusters are far more thermally stable. The thermal instability of vacancy clusters produced in-cascade are hypothesized to be the cause of the drastic increase of irradiation growth strains at higher temperatures [42]. Other theories for the temperature dependence include a direct decrease in stacking fault energies of c-loops at higher temperatures [34] and increased solute mobility [33].
Fig. 1-3. Irradiation growth strains as a function of neutron fluence in Zircaloy-2 as a function of a) Temperature [42] and b) cold-work [44].
1.2.2 Cold-work

Similar to the impact of increasing temperature, Fig. 1-3(b) shows that a sharp increase in irradiation growth strain rates is noted for heavily cold-worked materials [32, 36, 43-45]. The microstructure of cold-worked Zr alloys prior to irradiation is characterized by a dense network of pre-existing c-component dislocations. The density of c-component network dislocations varies from grain-to-grain, with a higher density present in grains that contain their c-axis oriented near the radial direction of the tube; upon irradiation, these same grains contain a higher number density of basal faulted c-loops than other grains [32]. The formation and multiplication of c-loops by helical climb on pre-existing c-component dislocations has been noted several times in literature, as evidenced by screw \(<c+a>\) dislocation segments threading through faulted basal plane segments [36, 43, 44]. Irradiation causes the pre-existing c-component network dislocations to split by climb into partials, forming a stacking fault segment. The absorption of vacancies at these basal faulted segments could cause the nucleation of faulted c-loops and explain the almost instantaneous breakaway growth of cold-worked alloys [13, 44].

1.2.3 Difference in point defect diffusional anisotropy

The diffusional anisotropy difference (DAD) of point defect diffusion model was an early attempt to explain basal c-loop formation [46]. The basis for the model was the preferential diffusion of self-interstitial atoms within the basal plane and quasi-isotropic diffusion of vacancies; thus, any sink oriented along the prismatic plane would be exposed to a higher net flux of interstitials when compared to basal c-loops. This theory was supported by molecular dynamics (MD) work using older interatomic potentials [47, 48]. The migration energies for diffusion in-plane and out-of-plane were 0.06 eV and 0.15 eV for interstitials, respectively, but 0.91 eV and 0.96 eV for vacancies. SIA diffusion was found to change from 1-D to 2-D to 3-D mobility with increasing temperature while vacancies only slightly preferred in-plane diffusion to out-of-plane diffusion at lower temperatures [48]. On the contrary, recent density functional theory (DFT) work indicates that both vacancies and interstitials exhibit strong anisotropic diffusion with a preference for diffusion within the basal plane [49]. Anisotropic diffusion for vacancies has been noted experimentally at 1000 K \((D_a/D_c \sim 3)\) [50], but near-isotropic diffusion \((D_a/D_c \sim 1)\) is reported at 1100 K [51], which indicates a temperature dependence for anisotropy as predicted by Samolyuk et al. [49]. Anisotropic vacancy diffusion at low temperatures would invalidate the DAD model, but 1-D diffusion of SIA clusters (as strongly indicated by the directional dependence of the interstitial-denuded zone near grain boundaries imaged in Fig. 5 in Ref. [52]) would still explain low interstitial cluster fluxes towards basal c-loops. Additionally, Rouchette et al. argue that there is a shape anisotropy of SIAs that induces preferential absorption of interstitial defects on prismatic, rather than basal, planes due to elastic interactions [53].
1.2.4 \( \alpha \)-loop banding

As was described in greater detail in Section 1.1.1, \( \alpha \)-loops have a tendency to order with increasing particle fluence [17, 20, 21]. In particular, vacancy loops organize onto parallel basal sheets while interstitial loops lie in between these sheets. It has recently been hypothesized that there may be a correlation between this \( \alpha \)-loop ordering and the nucleation of \( \gamma \)-loops, which could explain why \( \gamma \)-loops only form at higher fluences. This hypothesis is driven by transmission electron microscope (TEM) micrographs that demonstrate an anti-correlation between the positions of \( \gamma \)-loops and \( \alpha \)-loops within the ordered basal sheets (Fig. 1-4) [20]. This is an attractive hypothesis, as it provides a foundation to describe both the delayed onset of \( \gamma \)-loop nucleation as well as the rapid \( \alpha \)-axis expansion in Zr grains (due to an overall reduction in vacancy \( \alpha \)-loops from the growth of \( \gamma \)-loops). However, there is currently only weak experimental evidence that \( \alpha \)-loop number densities decrease in correspondence with increasing \( \gamma \)-loop densities [20]. Furthermore, the mechanism through which \( \alpha \)-loop banding promotes \( \gamma \)-loop nucleation is unclear. Harte et al. argue that \( \alpha \)-loops may directly transform into \( \gamma \)-loops, but a potential dislocation reaction for this transformation was not provided, nor does this explain why spatial organization of \( \alpha \)-loops would be necessary for such a transformation. MD simulations of displacement cascades performed on existing \( \alpha \)-loops have shown that \( \gamma \)-loop precursors may nucleate in such events [21], but these pre-cursors were rapidly re-absorbed by the \( \alpha \)-loops. Further work is required to sufficiently corroborate a potential link between \( \alpha \)-loop banding and \( \gamma \)-loop nucleation.

1.2.5 Solute and impurities

The factors presented in this section thus far have all been independent of the alloying or impurity content in Zr. However, it is generally observed that breakaway growth occurs at lower fluences and at accelerated rates in Zr alloys when compared to high-purity Zr, as demonstrated in Fig. 1-5 [13, 19, 33, 35, 36, 43, 45, 54, 55]. The sensitivity of irradiation microstructure to solute content is apparent through the comparison of neutron-irradiated sponge and high-purity crystal-bar Zr [33]. Due to the increased impurity content of the sponge Zr, a uniform distribution of Fe-rich precipitates form under irradiation with a corresponding increase in the number of \( \gamma \)-loops when compared to high-purity crystal-bar Zr. A recurring observation in the microstructural evolution of irradiated Zr is the nucleation of a high number density of \( \gamma \)-loops near dissolving precipitates [32, 33, 35] and hydrides [36]. Growth strains are particularly high for alloys rich in Sn and Fe content (Zircaloy-2, Zircaloy-4, and EXCEL) [33, 54]. Conversely, alloys rich in Nb content tend to exhibit mitigated growth behavior [26, 56].

The role of solute in catalyzing \( \gamma \)-loop nucleation is not fully understood. It is possible that solute interaction with mobile defects could affect their transport in the
Fig. 1-4. Anti-correlation of c-loops and a-loops in proton-irradiated Zircaloy-2 (7 dpa) under different BF-STEM imaging conditions: a) taken on-axis parallel to $<11\bar{2}0>$ and b) $4^\circ$ from $<11\bar{2}0>$ along the $g = 0002$ systematic row, as reproduced from [20].

Fig. 1-5. Irradiation growth strains in pure Zr and Zr alloys at temperatures between 665K and 706K are contrasted, as reproduced from [54].
material, and thus, their interaction rates with sinks. For example, Fe is hypothesized to facilitate vacancy diffusion along the c-axis, and this may drive vacancy absorption at c-loops or c-loop precursors [57, 58]. Another potential effect of solute could be in either promoting or inhibiting the banding of vacancy a-loops. Fe and Sn are found to be anti-correlated in Zircaloy-2, segregating to alternating basal sheets [20]; a-loops band quite extensively in these alloys. In alloys with reduced Sn content, however, a-loop banding is less developed and c-loop densities are noticeably lower [26-28]. While these indirect effects of solute may contribute to c-loop growth, the major role of solute is expected to be a reduction in c-loop stacking fault energies (SFE) via solute segregation [13, 19, 33, 35].

This type of interaction was first reported by Suzuki et al. and the phenomenon is now known as the “Suzuki” effect [59]. Fe is often cited as the main contributor to this effect, although these observations are empirical in nature and have not been demonstrated by direct calculation for any of the common alloying solute. The effect of impurity segregation on SFE has only been investigated for H [19]. Fe, Cr, and Ni have negligible solubility in the hcp α-Zr matrix and are almost entirely contained within secondary phase precipitates (SPPs) prior to irradiation [60]. These elements are only expected to supersaturate within the matrix upon ballistic dissolution of these SPPs under irradiation. Increasing Fe content in pure Zr was shown to lead to increased c-loop number densities, where c-loops were seen to align with Fe precipitates in the basal plane [35]. X-ray linescans have demonstrated Cr and Fe segregation to ordered rows of c-loops in Zircaloy-2 [32]. However, significant clustering of Fe and Cr is also noted in parallel bands along the basal trace consistent with vacancy a-loop ordering [20]. Vacancy a-loops may offer a high number density of nucleation sites for Fe and Cr clusters that could inhibit their migration in the matrix to stabilize c-loops. C. Dai et al. investigated the segregation of Fe [61] and Ni [31] to dislocation loops and argue that, due to a change in the stress field and core energy of the loop by alloy segregation, the dislocation loops see enhanced stability in the presence of irradiation damage. Additionally, positive binding between small Fe-Fe, Cr-Cr, and Fe-Cr clusters has been demonstrated through DFT [62] that supports the clustering propensities seen in recent TEM and APT work [20, 63].

In binary Zr-Sn alloys, increasing Sn content appears to accelerate irradiation growth strains [56, 64]. The opposite is true of Nb-enriched alloys, which exhibit lower c-loop densities at equivalent doses when compared to Sn-enriched alloys [26]. In Zr-2.5Nb, the number densities of a-loops is an order of magnitude larger than in pure Zr at similar doses with much smaller diameters, which may indicate that Nb solute affects defect diffusion [65]. Atomistic studies by Christensen et al. highlight point defect mobility characteristics in addition to the interaction of H and alloying solute with irradiation defects [30, 66]. A strong tendency for substitutional Fe, Cr, and Ni to exchange positions (i.e. become interstitial) with migrating Zr SIAs was reported. This is hypothesized to assist in the recombination of vacancies and SIAs. Fe was
found to have the highest binding to single vacancies, with weak binding shown by Cr, Ni, Nb, and Sn (although Sn clusters may be more effective at trapping vacancies [50]). Nb is shown to have strong binding with SIAs while Sn is weakly repulsed.

Recent work has further demonstrated the complexity of solute impact on breakaway irradiation growth [56]. For example, while Zr-1Sn alloys show accelerated growth strains, the growth strains of Zr-1Sn-1Nb are greatly reduced in comparison. Furthermore, despite the fact that Fe is historically quoted as a significant contributor to c-loop nucleation and breakaway growth [33, 35], increasing Fe content in Zr-1Sn, Zr-1Nb, Zr-1Sn-1Nb, and E635 alloy (Zr-1Nb-1.3Sn-0.4Fe) appears to reduce growth strains instead [27, 28, 56]. A concrete explanation has not been supported for these experimental observations, although it appears that there must be some synergistic effect between Nb, Sn, and Fe that cause Fe and Sn to impact growth strains differently than in un-alloyed Zr. It has been noted that the positions of Fe and Sn are anticorrelated in the Zircaloy-2 matrix; Fe segregates to the parallel bands of vacancy a-loops while Sn is found in between these bands [20]. Additionally, Fe and Sn are found to segregate to c-loops, but both solute are never found to segregate to the same c-loops simultaneously [63]. The additions of Fe and Sn are reported to cause a-loop alignment on parallel basal sheets, while alloys with increasing amount of Nb have lowered a-loop alignment. While some reports argue that a-loop alignment facilitates the nucleation of c-loops in the Zircalloys [20, 21, 26], Shishov argues the opposite behavior for E110 and E635 Russian alloys [27, 28]. It is clear that a considerable amount of work is still necessary to fully comprehend the underlying mechanisms and factors responsible for breakaway irradiation growth in α-Zr and its alloys.

1.3 Defect production, configurations, and mobility

The experimental database of observations and micrographs concerning microstructure evolution in irradiated Zr is extensive; despite this, most of the mechanisms driving such evolution remain ambiguous. In order to further elucidate these mechanisms, lower-length scale techniques capable of probing the atomic scale are necessary. The most common computational tools used to quantify fundamental interactions are molecular dynamics (MD) and density functional theory (DFT), which will be discussed in greater depth in Section 1.5.2. For the case of microstructure evolution, there are a few key questions that must be answered (and parameterized) in order to effectively inform higher-order codes. These include, but are certainly not limited to: 1) At what rate are point defects and defect clusters produced from incident irradiation?; 2) What configurations do defect clusters assume?; 3) Which defects are mobile and what are their modes of transport through the structure?
1.3.1  Defect production from displacement cascades

Irradiation damage is produced on the nanometer and picosecond scale in the form of displacement cascades. These events initiate when a lattice atom is knocked off of its equilibrium site through elastic collision with an incident particle, such as a neutron. The number of defects that are produced from the subsequent atomic collisions has historically been calculated with the Norgett-Robinson-Torrens (NRT) model [67]:

\[
N_F(NRT) = \frac{0.8 \cdot E_{dam}}{2 \cdot E_{disp}}
\]

(1-2)

Using the NRT equation, the total number of defects produced in displacement cascade events can be estimated based on the PKA energy available for the displacement of target atoms \(E_{dam}\) and the energy necessary to eject another atom from its lattice site \(E_{disp}\). With MD simulations, the interaction between colliding atoms is determined by the interatomic potential of choice, and the resulting damage can be directly observed. The first displacement cascades in \(\alpha\)-Zr considered PKA energies in the range of 0.3 – 5 keV [10], but these energies were later expanded to include up to 20 keV cascades [11]. The production of Frenkel pairs is found to obey a power-law dependence for PKA energy with an exponent less than unity; the production efficiency of defects is reduced as PKA energy is increased. This trend is true below a PKA energy of approximately 10 keV, above which cascades begin to develop sub-cascade structure and the number of produced defects becomes linear with energy [11, 12]. In general, the surviving defect fraction approaches 25% of the NRT-predicted value due to significant in-cascade athermal recombination of Frenkel pairs [10-12].

Defects are found to readily cluster within the cascade heat spike period, and this is particularly true for vacancies due to the vacancy-rich core structure of the cascades. The fraction of defects found in clusters increases with PKA energy (ranging between 20% and 60% of total defects clustered) [11]. Later work investigated the effect of temperature on defect production efficiencies, demonstrating that higher temperatures prolong the lifetime of the thermal spike period and, thus, reduce the surviving defect fraction [68]. Most of this early research utilized the 1995 Ackland, Wooding, and Bacon embedded-atom method (EAM) potential [69], although an updated EAM potential was published in 2007 that better predicted the \textit{ab initio}-calculated properties of \(\alpha\)-Zr [70]. Research implementing this updated potential have investigated the coupled effects of strain and temperature [71], higher-energy cascades up to 80 keV [12], as well as interaction with existing defects such as grain boundaries [72], dislocation lines [73], and dislocation loops [21, 74]. While one set of MD simulations has implemented electronic stopping [12], these effects are typically omitted and their impact on damage production remains unquantified.
1.3.2 Preferred defect cluster configurations

A considerable fraction of irradiation-induced defects are sub-nanometer in size, and are therefore unidentifiable in TEM micrographs. It is these defects, however, that are the primary drivers of microstructure evolution, and only computational tools allow us to probe the atomic scale to effectively assess their structures. Considering the configuration of single interstitials, Samolyuk et al. have demonstrated the preference for the basal octahedral (BO) site \([49, 75]\) rather than the octahedral (O) site, which had been incorrectly predicted by prior DFT calculations that utilized small supercell sizes \([76, 77]\). The preference for the BO SIA configuration is similarly predicted by the recent BMD19 interatomic potential \([78]\) while the older A95 and M07 #3 interatomic potentials predicted a preference for the basal-split (BS) and O configurations, respectively \([69, 70]\). N. de Diego et al. simulated SIA clusters containing up to 30 SIAs \([25]\), and later up to 300 SIAs \([79]\), using the A95 potential. It was reported that the preferred configuration consisted of parallel BS dumbbells on second-order prism planes (PPII) with rectangular cluster shapes. This is not consistent with experiments, for which interstitial a-loops are shown to be elliptical with habit planes near PPI \([17, 18]\). The M07 #3 potential similarly predicted the incorrect PPII habit plane for large basal crowdion (BC) SIA clusters \([80]\). Interestingly, it was reported that lowest energy configuration for small SIA clusters consisted of all SIAs occupying a single basal plane, similar to the BO single interstitial.

Considering vacancy clustering, both the A95 and M07 #3 potentials identified double-layer corrugated vacancy loops with PPI habit planes as the thermodynamically preferred dislocation loop structure (rather than faulted loops on basal planes), consistent with experimental observations of irradiated \(\alpha\)-Zr at low fluences \([13, 37, 80, 81]\). Due to the unique spacing of prismatic planes in the hcp structure, a double-layered prismatic vacancy loop configuration is expected to be lower in energy than a single-layer configuration \([82]\). While the correct dislocation loop structure is identified by these interatomic potentials, both the A95 and M07 potentials overall predict that spherical cavities are the lowest energy configuration for large vacancy clusters \([37, 81]\). This is certainly inconsistent with experimental studies of irradiated microstructure. While cavities may form near grain boundaries or precipitates, the most common vacancy structures are dislocation loops \([13, 83]\).

Expressions for the formation energy of vacancy clusters of differing geometry parameterized with \textit{ab initio} calculations do correctly predict that prismatic vacancy a-loops should be lower in energy than either spherical cavities or faulted basal c-loops \([37]\). Although, recent analysis has begun to consider faulted basal pyramids as potential precursors to c-loop formation \([84]\). These structures are reported to have either a basal intrinsic \([84]\) or a basal extrinsic faulted base \([85]\), with six pyramidal faulted sides. It was originally thought that c-loops would precipitate as a single-layer vacancy platelet, resulting in high energy B-B layer contact \([66, 86]\). This structure would certainly act as a nucleation barrier due to its high energy configuration \([82]\), and as such it is feasible to assume that another structure may instead act as a c-loop pre-cursor. Faulted basal pyramids have been reported to form directly in displacement cascades \([85]\) and there may be some experimental
evidence for these structures in He-irradiated pure Zr [87]. It is clear that there is still considerable room for improvement when simulating defect structures in Zr, and more recent interatomic potentials such as the BMD19 potential may offer more accurate tools to do so.

1.3.3 Defect cluster mobility

Simply identifying defect generation rates and the configurations that these defects will take is insufficient to model microstructure evolution. For example, MD simulations of displacement cascades in fcc copper and bcc iron have shown that the number and size distribution of defect clusters are strikingly similar [7, 8]. Despite this, the differences in damage accumulation behavior between these two metals are significant [88] and may be related to the ratio of sessile and glissile defect clusters [89]. Ultimately, it is the transport of mobile clusters and their interaction rates with existing defects that drives microstructure evolution. This is particularly true in the inherently anisotropic alpha phase of zirconium. Depending upon the degree of anisotropy of diffusion, mobile defects will be more or less likely to interact with sinks of varying geometry [46]. As such, the anisotropy of point defect migration has been a topic of interest in literature [30, 40, 47-49, 90].

Through a combination of DFT and kinetic Monte Carlo techniques, Samolyuk et al. concluded that monovacancy diffusion should be significantly more anisotropic than SIAs at temperature below 900K [49]. This conclusion is in contrast with previous MD and molecular statics calculations that predicted significant SIA anisotropy at low temperatures [47, 48, 90]. Strongly anisotropic SIA diffusion and quasi-isotropic monovacancy diffusion formed the basis for Woo’s DAD model for the growth of c-loops; Samolyuk et al. instead hypothesize that highly anisotropic diffusion of larger SIA clusters may instead explain c-loop growth behavior in irradiated α-Zr [46, 49].

There is limited data concerning the mobility of such clusters in literature. The A95 potential predicts that small SIA clusters can migrate in 1-D, 2-D, or even remain entirely immobile depending on their particular configuration [25]. A similar correlation between cluster geometry and modes of transport was predicted by the M07 #3 potential [80]. Small SIA clusters were found to transform between basal-plane geometries and prismatic-plane geometries during migration. When SIA clusters are entirely contained within a single basal plane, diffusion is found to be 2-D; when SIA clusters take the form of parallel O configurations, diffusion is instead 3-D. The migration of larger clusters consisting of up to 24 parallel basal crowdions is instead described as synchronized jumps of individual crowdions along the Burgers vector direction. The thermally activated movement of such clusters are characterized by low activation energies on the order of those for an individual basal crowdion. The correlation factor of cluster jumps, a ratio of the number of backward and forward jumps, was found to be greater than unity [25]. In other words, the jump direction of large SIA clusters is biased towards the direction of its previous jump (rather than random motion). The migration behavior of these larger SIA clusters is similar to what has been reported for all crowdion-based SIA clusters in bcc Fe [91-93].
1.4 Microstructure evolution modeling in α-zirconium

1.4.1 EID, DAD, and production bias models

Attempts to model irradiation growth behavior in Zr date to 1975 [94]. Because basal c-loops had yet to be identified, Carpenter and Northwood based their model purely on elastic interaction distances (EID) with dislocation lines by interstitials and vacancies. Dislocations were assumed to climb by absorbing an excess of interstitials while an excess of vacancies were assumed to be absorbed at all grain boundaries. Unsurprisingly, this simple model did not have good agreement with growth strain data, and could not predict breakaway growth behavior [94]. Once reports in literature finally agreed upon the existence of faulted basal c-loops, it became clear that these dislocation loops may be the key to understanding the onset of breakaway irradiation growth. In an attempt to explain why c-loops are uniquely vacancy in character, it was postulated that a difference in the anisotropy of diffusion (DAD) of point defects may be the driving force [46]. Woo claimed that the zero-order DAD effect dominates the first-order and second-order EID effect such that sinks are no longer biased for defect capture in the traditional sense. Rather, it is the geometry of the sink which determines its bias for the capture of anisotropically diffusing defects. Considering the assumption that SIAs migrate anisotropically within the basal plane and monovacancies migrate quasi-isotropically, any sink oriented parallel to the c-axis will see a higher flux of SIAs than vacancies; the opposite is true for any sink oriented perpendicular to the c-axis [46]. Using the principles of the DAD model, Woo [40] and Holt [95] were later able to obtain good agreement with low temperature growth data, but was unable to describe a sharp increase in the high-temperature growth behavior.

At higher temperatures, the growth saturation regime is shortened and breakaway growth occurs at a higher rate [39-42]. These trends were hypothesized to be a result of a production bias of mobile defects [39, 41]. While point defects produced in displacement cascades are mobile, defect clusters are assumed to be entirely immobile in the production bias model (PBM). The difference in low temperature and high temperature growth could then be attributed to the thermal instability of vacancy clusters. Mobile vacancies are emitted from dissociating clusters and, thus, the production of mobile vacancies is enhanced at higher temperatures [39]. Combined modeling that incorporated the temperature-dependent DAD model in addition to the production bias model produced good agreement with growth data [40]. However, it is important to note that limited information was available at the time concerning defect mobility and dissociation rates and, as such, several assumptions were required to fit the data. For example, it is now known that defect clusters are in fact mobile [25, 80] and that monovacancy diffusion may be significantly more anisotropic than Woo assumed [49].

Golubov et al. later based an expanded model on the PBM to attempt to explain concepts such as breakaway growth, negative a-type strains, and the co-existence of vacancy and interstitial type a-loops [96]. The production of SIA clusters from displacement cascades was considered in addition to their 1-D migration tendencies; conversely, vacancies are
conveniently assumed to not cluster at all in displacement cascades (despite considerable evidence otherwise [10-12]). Additionally, the dislocation bias for absorption of SIA defects is ignored, all anisotropy effects were disregarded, and point defect recombination is neglected. The unique predictions of this model stemmed from the assumption that 1-D migrating SIA clusters do not interact with c-type loops or a-type loops with non-parallel Burgers vectors to that of the cluster [96]. Thus, c-loops are able to grow through vacancy absorption (the number of mobile monovacancies is much greater than single interstitials due to the assumed lack of vacancy clustering in-cascade). Simultaneous growth of interstitial and vacancy a-loops is only explained with this model if the authors assume there is an asymmetric distribution of a-type dislocations along the three primary a-axes. This model was later refined by Barashev et al., but all irradiation growth predictions were arbitrarily determined by manually adjusting the terminal density of a-loops, critical nucleation dose of c-loops, terminal dose of c-loops, and terminal density of c-loops [97]. As such, no mechanistic understanding could be gleamed from their approach.

1.4.2 Cluster dynamics models

In contrast to the early irradiation growth models (which were simpler low-order models based on single concepts), CD modeling aims to directly track the evolution of cluster concentrations through parameterized rates. The earliest cluster dynamics model developed by Christien and Barbu introduced SIA diffusion anisotropy to model the growth of electron-irradiated Zr thin foils [98]. Only Frenkel pairs were considered to be produced (electron irradiation), defect clusters were assumed to be immobile, and only two parallel surfaces were implemented (thin foil). SIA anisotropy was considered to modify SIA interaction rates with dislocation lines, dislocation loops, and the two parallel surfaces [98]. Under this framework, microstructure evolution was found to vary significantly based on the angle of the foil surface with the predominant SIA flux direction. When the foils were oriented such that the bias for surface absorption of SIAs was greater than dislocation loops, vacancy loops were capable of growing.

In an attempt to address the breakaway irradiation growth phenomenon, Christien and Barbu expanded their CD model to incorporate the nucleation of c-loop defects [99]. Their model was benchmarked against neutron-irradiated single-crystalline pure Zr growth data [4]. As such, surfaces are ignored in their calculations. Other assumptions include the fact that only point defects are mobile, that only Frenkel pairs are created from neutron irradiation (inconsistent with the wealth of displacement cascade data available at the time [7, 10, 11, 68]), and that pre-existing dislocation lines are ignored. The diffusivities of single interstitials and monovacancies are manually adjusted to fit to experimental data. Considering this model for single-crystalline Zr, only interstitial a-loops are found to form at low fluence; vacancy a-loops were unable to grow under their parameter set. In order to model breakaway irradiation growth, c-loops are assumed to nucleate at Fe clusters, which exist prior to irradiation and are assumed to not ballistically dissolve under irradiation [99]. The number density of c-loops, then, was arbitrarily set to the number density of Fe clusters.
Comparisons with experimental data relied on adjusting the Fe cluster density rather than implementing known densities from experiments. Once nucleated, the growth of the c-loops was driven by the difference in anisotropy of single interstitials and monovacancies.

In an attempt to reduce the number of assumptions, Li and Ghoniem recently developed a reduced set of cluster dynamics equations to model irradiation growth strains [100]. Unlike all previous models, the production of defect clusters was considered from displacement cascades. Unfortunately, only the production of di- and tri- defects were implemented, and the clustering fractions were considered to be $3.5 \times 10^{-4}$ and $3.3 \times 10^{-8}$ for interstitials and vacancies, respectively. It is well understood that these fractions should be in the range of 0.2 to 0.6, several orders of magnitude greater than the values assumed in this approach [10, 11]. The values of point defect diffusivities were set equal to the values that Christien and Barbu manually adjusted in their CD approach rather than basing the calculations on lower-length scale data. For this model, vacancy a-loops were entirely ignored (despite accounting for more than half of visible microstructure at low fluence [13, 17]). The growth of vacancy clusters via monovacancy absorption were the basis for c-loop nucleation. In order to delay their growth, c-loops below some critical radius were assigned a reduced capture efficiency for monovacancies (an arbitrary value of 20% efficiency) in order to fit experimental data.

### 1.4.3 Summary of issues with irradiation growth modeling

It is evident from the overview presented in the preceding sections that the current state of irradiation growth modeling is quite lacking. While many of these modern approaches are more complex than early models, and theoretically better equipped to incorporate fundamental mechanisms, there is a tendency to arbitrarily adjust the physics to best fit experimental data. Oftentimes parameters are adjusted well outside of reasonable ranges. Despite such a wide array of approaches and adjusted parameters, each of these models reports a near-perfect agreement with experimental data. The consequence of such practices is that it is impossible to gauge which of the underlying physics may be mechanistically responsible for microstructure evolution. Despite decades of modeling attempts, the driving force for the simultaneous growth of interstitial and vacancy a-loops, as well as the nucleation and growth of c-loops, is entirely ambiguous.

Common issues and assumptions with current irradiation growth modeling includes: 1) only point defects are assumed to be mobile; 2) defect cluster production from displacement cascades is largely ignored; 3) mobile defect diffusivities are based on manually adjusted parameters; 4) binding energies are based on manually adjusted parameters; 5) Vacancy a-loops are almost entirely ignored; 6) c-loop densities are arbitrarily forced into the models to fit breakaway growth strains; and 7) critical parameters are adjusted to unphysical values to match experimental data. Parameters such as defect diffusivity, defect generation rates, and interaction energies should be derived from lower-length scale techniques rather than manually adjusted. There is a significant need for scale-
bridging computational modeling to provide a truly mechanistic model capable of describing microstructural evolution.

1.5 Dissertation goals and outline

Irradiation growth of α-Zr and its alloys is a fascinating phenomenon that ultimately stems from the inherent anisotropy of the hcp crystal structure. This anisotropy leads to a multitude of microstructural and mechanistic responses to irradiation that are uniquely different than more common isotropic metals. Within this behavior, there are two broad observations that are the most critical for predicting irradiation growth behavior: 1) vacancy and interstitial dislocation a-loops co-exist and dominate the irradiated microstructure at low-to-moderate fluences; 2) faulted basal vacancy c-loops nucleate after some incubation dose in correlation with the onset of breakaway irradiation growth. Despite decades of experimental and computational research, neither of these observations can be satisfactorily explained or modeled from a mechanistic viewpoint. Most of the modeling attempts to date have either not been able to appropriately capture simultaneous vacancy and interstitial a-loop growth [99], or have out-right ignored vacancy a-loops in their models [94, 100-102]. Any modeling attempts that claim to sufficiently model all three stages of irradiation growth while ignoring half of the visible microstructure in irradiated Zr cannot provide any physically-relevant conclusions. Furthermore, c-loop nucleation and growth is traditionally either arbitrarily adjusted into the model [96, 97] or based on physically unreasonable mechanisms [99-101].

The goal of this dissertation is thus split into two categories: 1) to elucidate the mechanisms governing microstructure evolution and develop a database to describe such mechanisms; 2) to incorporate this database into a mechanistically-based cluster dynamics (CD) model capable of describing interstitial and vacancy a-loop co-existence in addition to c-loop nucleation and growth. This goal requires a multi-scale approach that bridges several orders of magnitude of length and time scales. Lower-length scale techniques such as density functional theory (DFT) and molecular dynamics (MD) have been used to simulate interactions at the atomic scale and provide essential parameters, including: 1) Interaction energies of solute and impurities with stacking faults and c-loop precursors; 2) defect production terms from displacement cascades; 3) preferred defect cluster configurations and mobilities; 4) defect binding energies; 5) dislocation loop stress states; and 6) defect capture radii. While some of these aspects have been investigated previously in Zr literature, the mechanisms are rarely reported in sufficient detail to incorporate into higher-order models.
1.5.1 Overview of scale-bridging computational modeling

For this dissertation, fundamental parameters will be derived using the lower-length scale techniques of DFT and MD; these parameters will directly inform a CD model such that extraneous assumptions are reduced to a minimum. Graphical representation of the length and time scales that these three techniques are capable of probing is provided in Fig. 1-6. A brief summary of these tools is provided along with a description of their capabilities and limitations:

- **Density Functional Theory (DFT):** DFT is a quantum mechanical modeling technique that simplifies the many-body Schrödinger equation by treating electrons with a density function [103]. The interactions between core electrons of an atom and its nucleus are treated based on user-defined pseudopotentials. Despite many useful approximations (such as the local density or generalized gradient approximation for the exchange-correlation functionals), DFT is capable of accurately investigating the electronic structure of many-body systems. Users provide the positions for atoms within a structure of interest, and upon determining the minimized energy of the system, several useful properties can be determined. This can include defect formation energies, interaction energies, lowest energy configurations, or even migration energies. Due to the computational cost involved, however, systems are typically restricted to a few hundred atoms.

- **Molecular Dynamics (MD):** MD codes implement user-defined interatomic potentials to describe the interactions between neighboring atoms and solve Newton’s equations of motion to simulate their trajectories [104]. Interatomic potentials are informed by extensive DFT datasets, but the accuracy of MD simulations is generally considered to be lower than DFT. While *ab initio* MD is possible to implement, this technique has not been explored in this dissertation. In exchange for reduced accuracy, MD simulations are able to include up to millions of atoms and can reach times of up to tens or hundreds of nanoseconds. As such, MD can investigate large defect structures, defect cluster mobilities, displacement cascades, stress states, and interaction radii. It is critical to understand that the selection of interatomic potentials may significantly alter the values derived from these simulations. As such, any quantitative conclusions should be considered with caution, and the limitations of each selected potential must be adequately weighed.

- **Cluster Dynamics (CD):** CD modeling is built upon mean field rate theory (MFRT), which relied on point defect balance equations to predict SIA and monovacancy concentrations [105]. As an expansion of this fundamental approach, CD modeling additionally considers the concentrations of defect clusters and models their interaction with mobile defects through a system of reaction-diffusion equations. Rather than implementing the underlying lattice structure of materials, CD tracks
Fig. 1-6. Graphical representation of computational modeling spanning several orders of magnitude along the length and time scales. Lower-length scale techniques directly inform higher-order techniques.
the concentration of defects over long times (up to several years) and the equivalent of large length scales (up to several meters). The accuracy of CD models is entirely dependent on the parameter set that users define, and should be based on values calculated either experimentally or with lower-length scale techniques. If implemented correctly, CD models can provide a wealth of knowledge through the correlation of physical mechanisms with microstructural evolution.

### 1.5.2 Dissertation structure and chapter breakdown

The work involved in this dissertation has been approached under a “bottom-up” analysis pipeline: lower-length scale simulations were performed to provide the mechanistic parameters to inform a higher-order CD model. In order to put the lower-length scale simulations into proper perspective, an overview of the CD model and the necessary parameters will be provided first. Once the parameters of interest have been described, and it is made clear which areas are lacking in literature, individual chapters will detail the simulation work involved to provide an adequate database. Finally, it will be detailed how the various mechanisms were incorporated into the CD model, and the model predictions of microstructural evolution will be analyzed. Thus, the outline of this dissertation is as follows:

- **Chapter Two – Cluster Dynamics Model Overview:** Fundamental equations for defect concentration balance are provided, and each of the intended interactions is described in a high-level overview. The necessary parameters that are lacking in current literature are identified, and the recommended tools to determine are outlined.

- **Chapter Three – Effect of Solute and Impurity Segregation on Stacking Fault and Vacancy Platelet Energetics:** Common stacking faults pertaining to a-loop and c-loop structures, in addition to c-loop vacancy platelet precursors, are constructed. Interaction energies between common solute and impurities with these structures are calculated with DFT.

- **Chapter Four – Defect Production from Displacement Cascades: Quantifying the Effect of Electronic Stopping:** MD simulations of displacement cascades are performed to assess the generation rates of point defects and their clusters. The impact of a friction force proportional to electronic stopping powers on defect generation rates is quantified.

- **Chapter Five – Defect Cluster Configurations and Mobilities:** The preferred configurations for small and large defect clusters are determined via molecular statics calculations. Mean-squared displacement calculations are then performed with MD to tabulate diffusivities within the basal plane and along the c-axis.
• **Chapter Six - Dislocation Loop Stress States and Point Defect Capture Radii:** Interstitial a-loops, vacancy a-loops, and vacancy c-loops are constructed and MD calculations of stress states radial and perpendicular to these loops are performed. The binding energy maps of point defects are calculated and used to determine capture radii via spontaneous and thermal drift methods.

• **Chapter Seven – Cluster Dynamics Modeling of Interstitial and Vacancy a-Loop Co-Existence:** The database collected from lower-length scale simulations are incorporated into the CD model. It is then demonstrated that scale-bridging computational modeling can effectively predict the coexistence of interstitial and vacancy a-loops.

• **Chapter Eight – Cluster Dynamics Modeling of c-Loop Nucleation and Growth:** The CD framework described in Chapter Seven is extended to consider the nucleation and growth of c-loops. The key parameters relating to nucleation and growth rates are identified and discussed.

• **Chapter Nine – Conclusions and Recommended Future Work:** Critical observations derived from the CD model will be summarized and compared with earlier attempts in literature. Aspects of the model that would require future improvement are detailed to motivate additional work in the field.
Chapter Two:

Cluster Dynamics Model Overview

Initially based on the classical rate theory approach, CD modeling expands upon point defect balance equations to consider defect clusters and their interactions. The CD approach is at its essence a coupled set of reaction-diffusion equations that governs defect cluster concentrations as a function of time [105]. The change in any given cluster population is determined through a balance of gains and losses of that cluster:

\[
d\frac{C_i}{dt} = g_i + \nabla (D_i \nabla C_i) - D_i k_i^2 C_i + \sum_{n+m \rightarrow i} k_{n,m}^+ C_n C_m - \sum_j k_{i,j}^+ C_i C_j + \sum_{n \rightarrow n-i,i} k_{n-i,i}^- C_n - \sum_j k_{i,j}^- C_i
\]  

(2-1)

Where \( C_i \) is the volumetric concentration of defect species \( i \). The right-hand-side (RHS) terms of Eq. (2-1) correspond to the changes in cluster \( i \) concentration as a result of production from displacement cascades, spatial diffusion, loss at existing sinks, production of \( i \) from cluster interaction, loss of \( i \) from cluster interaction, production of \( i \) from cluster dissociation, and loss of \( i \) from \( i \) dissociation, respectively. For the work in this dissertation, defect clusters are assumed to be randomly and uniformly distributed; changes in defect concentrations from spatial diffusion (the second RHS term) are ignored. In this chapter, the general equations governing the key reactions will be derived, and the parameters necessary to perform the calculations will be identified. This overview is intended to motivate the work performed in Chapters Two through Six. In Chapter Seven, this model will be applied to the irradiated \( \alpha \)-Zr system and specific details relating to the types of clusters and their behaviors (which depend upon insight from Chapters Three through Six) will be outlined there along with critical assumptions.
2.1 Descriptions of reactions and physical processes

2.1.1 Defect source term \((g_i)\)

With the exception of the source term, all of the reactions involved in Eq. (2-1) conserve a mass balance of the species involved; interstitial and vacancy species are either mutually annihilated, or are evolved through interaction with mobile species. The source term provides the single method through which additional defects are introduced into the net system. Physically, any given cluster \(i\) can be produced as residual damage from a displacement cascade event. MD simulations provide insight into the number of defects of each cluster size that may be generated from cascades initiated by PKAs of any given energy [10-12, 68]. In order to convert this data into a meaningful parameter for CD modeling, one must consider the expected PKA energy spectrum for a specific neutron flux profile. In this dissertation, we have decided to simulate typical PWR operating conditions, for which an expected Zr PKA spectrum has been estimated with SPECTRA-PKA in Fig. 2-1[106]. The generation source term for any given cluster \(i\) can then be calculated as:

\[
g_i = \sum_{E_{PKA,max}}^{E_{PKA,max}} N_i(E) \ast \phi(E)
\]  

(2-2)

where \(N_i(E)\) is the average number of cluster \(i\) produced from a PKA of energy \(E\) and \(\phi(E)\) is the number of PKAs produced with energy \(E\) per s per volume. The total volumetric production of \(i\) is simply determined by summing along the spectrum of possible PKA energies per s per volume (Fig. 2-1). The energy range is considered from 40 eV, the recommended atomic displacement energy in \(\alpha\)-Zr [107], up to the maximum PKA energy in the estimated spectrum, \(E_{PKA,max}\). Many values for \(N_i(E)\) have been reported in literature, but only one set of MD simulations has incorporated electronic stopping effects in their approach [12]. Unfortunately, \(N_i(E)\) is reported in coarse bins, with no distinction between clusters of size \(2 < n < 10, 11 < n < 40,\) and \(41 < n < 80\). This data resolution is too poor to provide an accurate defect source term. Thus, MD simulations of displacement cascades have been performed for this dissertation, and a full description of electronic stopping effects of defect production is provided in Chapter 4.

2.1.2 Defect diffusivity \((D_i)\) and anisotropy

The transport of mobile defects within a material defines the rates at which they interact with pre-existing sinks, other mobile defects, and defects clusters; as such, defect diffusivity directly affects every RHS term in Eq. (2-1) with the exception of the source term. In isotropic materials, the determination of \(D_i\) depends only upon two parameters: the
**Fig. 2-1.** Estimated Zr PKA spectrum from a typical PWR neutron flux profile (SPECTRA-PKA [106]).
diffusivity pre-factor, \( D_0 \), and the migration energy, \( E_m \). A standard Arrhenius dependence relates these two parameters to the defect diffusivity at any given temperature, \( T \):

\[
D_i(T) = D_0 \exp \left( \frac{-E_m}{k_B T} \right)
\]

(2-3)

For inherently anisotropic hcp materials such as \( \alpha \)-Zr, mobile defects do not migrate equally in all directions, and the concept of an unbiased sink is no longer applicable. Defects tend to preferentially migrate within the basal plane along the primary a-axis directions rather than along the c-axis [49, 50, 66, 108, 109]. Furthermore, because all directions of 1-D glide are contained within the basal plane, 1-D SIA cluster glide can only contribute to a mass 2-D transport within the basal plane [25]. The consequence of this anisotropic migration behavior is that the capture efficiency of any sink now depends upon the geometry of the sink; sinks with capture volumes or surfaces parallel to the c-axis will preferentially capture basal-plane diffusers. The capture efficiency, \( P(\lambda) \), itself will depend upon the angle between the sink surface (or line direction) and the c-axis, \( \lambda \), as well as the anisotropy factor of the mobile defect diffusion, \( p \) [46]:

\[
P(\lambda) = \frac{\sqrt{\cos^2 \lambda + p^6 \sin^2 \lambda}}{p^2}
\]

(2-4)

\[
p = \left( \frac{D_i^c}{D_i^a} \right)^{\frac{1}{6}}
\]

(2-5)

Schematics of the basal plane diffusion, \( D_i^a \), and c-axis diffusion, \( D_i^c \), for a migrating specie relative to common dislocation lines and surfaces are illustrated in Fig. 2-2 for visual clarity [46]. For the purposes of CD modeling of anisotropic species, it is necessary to modify the reaction-diffusion equations that govern cluster evolution. As a replacement for \( D_i \) for isotropic diffusers, it is necessary to instead calculate a mean diffusivity factor [98, 99]:

\[
\overline{D}_i = \left( D_i^a \cdot D_i^c \right)^{\frac{1}{3}}
\]

(2-6)

When considering the interaction between any mobile defect with a sink that exhibits a distinct geometry (such as dislocation lines, loops, and surfaces), the rate must be multiplied by the capture efficiency of that sink \( (P(\lambda), \text{Eq. (2-4)}) \). For example, \(<a>\)-type edge dislocations lie parallel to the c-axis \( (\lambda = 0^\circ) \) while \(<c>\)-type dislocations lie perpendicular to the c-axis \( (\lambda = 90^\circ) \). The sink strength for \(<a>\)-type and \(<c>\)-type dislocation lines, respectively, can be calculated as such:
Fig. 2-2. Schematics for the basal plane diffusion ($D_a$) and c-axis diffusion ($D_c$) of migrating species relative to a) dislocation lines parallel to the c-axis ($<a>$-type dislocation lines), b) dislocation lines perpendicular to the c-axis ($<c>$-type dislocation lines), c) surfaces parallel to the c-axis, and d) surfaces perpendicular to the c-axis, as reproduced from [46].
\[ k_{\text{i}}^{\alpha^2} = Z_{i} \rho_{\alpha}^i \cdot P(\lambda = 0^\circ) = Z_{i} \rho_{\alpha}^i \cdot p^{-2} \quad (2-7) \]

\[ k_{\text{i}}^{\gamma^2} = Z_{i} \rho_{\gamma}^i \cdot P(\lambda = 90^\circ) = Z_{i} \rho_{\gamma}^i \cdot p \quad (2-8) \]

where \( Z_{i} \) is the EID bias for mobile defect \( i \), \( \rho_{\alpha}^i \) is the dislocation line density of <a>-type edge dislocations, and \( \rho_{\gamma}^i \) is the dislocation line density of <c>-type edge dislocations. The calculation for the capture efficiencies of dislocation loops are more complex than for dislocation lines; the angle between dislocation loop line segments and the c-axis vary along the perimeter of the loop. The CD model of Christien and Barbu approximated dislocation loops as hexagons with an equivalent perimeter [98], but this approach has recently been reformulated for a general case [110]. P. Saidi et al. consider a dislocation loop to consist of dislocation lines on a closed path \( \zeta \) for which the overall capture efficiency is a summation of the contribution from each length segment:

\[
P(\lambda), \text{loops} = \frac{\int P(\lambda) d\zeta}{\int d\zeta}
= p^{-2} \int_0^{\pi/2} (1 - f(\Theta) + p^6 f(\Theta))^\frac{1}{2} (1 - e^2 \sin^2 \Theta)^\frac{1}{2} d\Theta \quad (2-9)
\]

\[
f(\Theta) = \left( \frac{b}{a} \right)^4 \left( \frac{1}{\sin^2 \Theta} - 1 \right) + 1 \quad (2-10)
\]

\[
cot \lambda = \left( \frac{b}{a} \right)^2 \cot \Theta \quad (2-11)
\]

where \( a \) is the semi-major axis, \( b \) is the semi-minor axis, and \( e \) is the eccentricity of an elliptical loop, respectively [110]:

\[
e = \sqrt{1 - \frac{b^2}{a^2}} \quad (2-12)
\]

The capture efficiency for prismatic a-loops must be determined through numerical integration of Eq. (2-9); for basal c-loops, all dislocation line segments are perpendicular to the c-axis, and \( P(\lambda) \) is simply equal to the anisotropy factor, \( p \), as calculated with Eq. (2-4) using \( \lambda = 90^\circ \). Interstitial a-loops are known to be less elliptical than vacancy a-loops, with semi-axis ratios of approximately \( b/a = 0.95 \) and \( b/a = 0.80 \), respectively [17]. The effect
that this has on capture efficiencies is demonstrated graphically in Fig. 2-3, which compares these efficiencies for interstitial a-loops, vacancy a-loops, c-loops, basal (<c>-type) dislocation lines, and prismatic (<a>-type) dislocation lines as a function of the mobile defect diffusional anisotropy factor, \( p \) (Eq. (2-5)). Elliptical loops are more likely to capture basal-plane diffusers than circular loops due to the fact that a greater fraction of the peripheral line segments have small \( \lambda \) angles.

In order to satisfactorily capture this behavior within a CD code, we must know the diffusion prefactors and migration energies for all mobile defects, and these must be separated in terms of basal-plane and c-axis migration. This data is currently only available for point defects [48, 49]. While there has been some work concerning the mobility of SIA clusters, diffusivity data has not been provided [25, 80]. Furthermore, no data exists for the diffusivities of vacancy clusters. Thus, it was necessary to perform MD simulations for long-term trajectories of SIA and vacancy cluster diffusion, and this work is detailed in Chapter Five of this dissertation.

### 2.1.3 Cluster Reactions \((k_{ij}^{+})\)

Cluster reactions are assumed to be diffusion-limited such that two species \( I \) and \( J \) react spontaneously when either one migrates within some defined interaction volume with the other [111]:

\[
i + j \xrightarrow{k_{ij}^{+}} ij
\] (2-13)

The forward reaction constant, \( k_{ij}^{+} \), is dependent upon the rate of transport of the reactants rather than the rate of formation of the product. For clusters or point defects which are expected to have roughly spherical interaction volumes, the clustering rate constant takes a simple form [105]:

\[
k_{ij}^{+} = 4\pi r_{ij} \left( \bar{D}_{i} + \bar{D}_{j} \right)
\] (2-14)

where \( r_{ij} \) is the interaction distance between clusters \( i \) and \( j \). The quantity \( r_{ij} \) depends upon the radii of the reactant clusters in addition to the separation distance at which spontaneous combination occurs, \( r_{ij}^{0} \) [105]:

\[
r_{ij} = r_{i} + r_{j} + r_{ij}^{0}
\] (2-15)

The calculation of the reactant cluster radii will depend upon their morphology. Small SIA and vacancy clusters can be considered to be spherical in shape; for a cluster with \( n \) defects, the radius can be estimated by setting \( n\Omega \) equal to the volume of a sphere and solving
Fig. 2-3. Capture efficiencies for SIA a-loops, vacancy a-loops, vacancy c-loops, prismatic (<a>-type) dislocation lines, and basal (<c>-type) dislocation lines are plotted as a function of the mobile defect anisotropy factor, $p$. 

\[ \lambda = 0^\circ \]
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Anisotropy Factor $p = (D_c/D_a)^{1/6}$
for \( r_n \), where \( \Omega \) is the atomic volume of the material:

\[
r_n = \left( \frac{3n\Omega}{4\pi} \right)^{\frac{1}{3}}
\]

(2-16)

\[
\Omega = \frac{\sqrt{3}}{4} a^2 c
\]

(2-17)

where \( a \) and \( c \) are the hcp lattice parameters. In order to estimate the radii of dislocation loops, \( n \) vacancies are assumed to occupy a disk of radius \( R_n \) and thickness \( b_n \), the edge component of the loop Burgers vector normal to its habit plane [37]:

\[
\pi R_n^2 b_n = n\Omega
\]

(2-18)

Considering that \( b_n = \sqrt{3}a/2 \) for prismatic a-loops and \( b_n = c/2 \) for basal c-loops, inserting Eq. (2-17) into Eq. (2-18) yields the following expressions for the radii of these dislocation loop types, respectively [37]:

\[
R_n^{prism} = \sqrt{\frac{a cn}{2\pi}}
\]

(2-19)

\[
R_n^{basal} = a \left( \frac{\sqrt{3}n}{2\pi} \right)^{\frac{1}{2}}
\]

(2-20)

Due to their disk-like nature and capture tendencies, large dislocation loops have toroidal reaction volumes [112]. However, this is only true once the loop radius notably exceeds the interior radius, where the interior radius can be considered equal to the loop radial defect capture distance, \( r_d \). If this condition is not met (i.e. the loop radius and interior radius are comparable in size), the dislocation loop will either have a spherical or mixed reaction volume. A transition parameter, \( \alpha_{ij} \), allows a smooth transition between spherical and toroidal interaction rates [113, 114]. For a mobile defect \( j \) interacting with loop \( i \), the isotropic rate expressions are:

\[
k^+_{ij, loops} = \left( (1 - \alpha_{ij})z_{ij}^V + \alpha_{ij}z_{ij}^\nu \right) \left( \overline{D}_i + \overline{D}_j \right)
\]

(2-21)

\[
\alpha_{ij} = \left( 1 + \left( \frac{r_i}{3(r_j + r_d)} \right)^2 \right)^{-1}
\]

(2-22)

\[
z_{ij}^\nu = 4\pi (r_i + r_j + r_d)
\]

(2-23)
When considering that the mobile defect \( j \) will diffuse anisotropically in \( \alpha\)-Zr, it is necessary to modify the capture efficiency for dislocation loops, which have distinct geometries. Because the rate constant calculated with Eq. (2-21) contains both spherical and toroidal reaction components, it is not appropriate to modify this constant by an anisotropic capture efficiency; only the toroidal component must be modified, as this pertains to the geometry of the dislocation loop. Thus, for anisotropic systems we can consider a partially modified rate constant expression:

\[
k^+_{i,j, \text{loops}} = \left( 1 - a_{ij} \right) z^T_{ij} P(\lambda) + a_{ij} z^V_{ij} \left( \bar{D}_i + \bar{D}_j \right)
\]  

(2-25)

where \( P(\lambda) \) is the anisotropic capture efficiency. For prismatic a-loops, \( P(\lambda) \) is calculated with Eq. (2-9); for basal c-loops, \( P(\lambda) \) is simply set equal to \( p \), the anisotropy factor of mobile defect diffusivities and anisotropy must be explicitly known at all temperatures; this will be addressed in Chapter Four. Additionally, the point defect capture radius must be known for each loop type as a function of loops size. As this has not yet been investigated in literature, molecular statics calculations of point defect capture were performed, and the results are outlined in Chapter Five of this document. In Chapter Seven, these rates will be applied for defect cluster interactions in \( \alpha\)-Zr, and a list of the possible reactions, along with the equations necessary to calculate the relevant rate constants, will be explicitly tabulated.

### 2.1.4 Cluster Dissociation (\( k^+_{i,j} \))

In contrast to clustering reactions, dissociation events result in the emission of a defect \( i \) from cluster \( n \) to produce a cluster \( j \) with a size equal to \((n-1)\):

\[
n \xrightarrow{k^+_{i,j}} i + (n-1)
\]

(2-26)

For this dissertation, we assume that only monomers can be emitted from defect clusters. This emission, then, is a thermally activated process for which the thermal concentration of defect \( i \) at a cluster surface can be written [105]:

\[
c^0_{n,i} = \frac{1}{\Omega} \exp \left( -\frac{E^b_{n,i}}{k_bT} \right)
\]

(2-27)

where \( E^b_{n,i} \) is the binding energy of \( i \) to \( n \). The dissociation rate is determined by setting up an equilibrium expression between the dissociation rate of cluster \( n \) and the reverse clustering reaction:
Common expressions for cluster dissociation rates are derived by relating the equilibrium concentrations in Eq. (2-28) to the law of mass action (Eq. (2-29)) and assuming that the free energy change is dominated by the cluster binding energy [105]:

\[
\exp\frac{-E_{n,i}^b}{k_b T} = \frac{\Omega C_{i}^{eq} \Omega C_{n-i}^{eq}}{\Omega C_n^{eq}} \quad (2-29)
\]

\[
k_{n,i}^- = \frac{k_{i,n-i}^+}{\Omega} \exp\frac{-E_{n,i}^b}{k_b T} \quad (2-30)
\]

The defining parameter that drives cluster dissociation rates is the cluster binding energy. For tightly bound structures, such as large SIA clusters, one would expect low monomer emissions rates; conversely, small vacancy clusters exhibit characteristically low monovacancy binding energies, and are expected to dissociate more readily. This is particularly true at higher temperatures. *Ab initio* binding energies for small vacancy clusters are available in literature [37], but the binding energies of larger defect clusters have only be determined through molecular statics methods [37, 79-81]. In these cases, the reported binding energies are only as accurate as the semi-empirical potentials that were used. Both the A95 and M07 #2 potentials predict that voids offer the most tightly-bound (lowest formation energy) configuration for vacancy clusters [37, 81] while experiments have shown that this clearly is not the case [13, 45, 115]. In Chapter Five of this dissertation, we compare these predicted binding energy values with those calculated with a modern interatomic potential published in 2020 [78] and comment on the accuracy of these potentials.

### 2.2 Cluster dynamics code, Xolotl

For this dissertation, microstructure evolution is modeled with Xolotl, a cluster dynamics code that was developed to simulate gas bubble and defect microstructure evolution in plasma facing components and structural materials for fusion applications [116-118]. A system of coupled ordinary differential equations (ODEs) is generated to track the populations of each defect $I$, Eq. (2-1). These ODEs are then solved using the finite difference method and implicit time integration with PETSc [119]. Each defect of interest is assigned to a species sub-type and characteristic parameters such as the defect radius, diffusivity, anisotropy factor of diffusion, binding energy, and generation rate from displacement cascades are explicitly defined within Xolotl. The possible set of reactions between species sub-types are defined, such as clustering, annihilation, and dissociation. For each of the desired reactions, the reaction rate constants are calculated based on the expressions described in Section 2.1. Subsequently, the rates governing all reactions are calculated, and the changes in cluster populations within a user-supplied timestep, $dt$, can be obtained by
time integration of the set of coupled reaction-diffusion ODEs. In this work, we consider only 0-D calculations, although Xolotl is capable of generating a spatial grid to extend calculations to 1-D, 2-D, and 3-D, which may provide interesting possibilities for future work.

2.3 Necessary parameters for the CD model

Microstructure evolution in α-Zr can be modeled by applying Eq. (2-1) to a large number of interstitial and vacancy clusters and iteratively solving to track their populations over time. The underlying physics behind that evolution is applied through the various cluster characteristics and rate constants derived in Section 2.1. As such, the CD model is only as accurate as the parameters that are used as input, and a considerable amount of data is still lacking in literature. Chapters Three through Six detail various lower-length scale simulations that were performed to fill in the gaps of the existing α-Zr database; in Chapter Seven, the new insight gained from these simulations will be applied to the CD framework defined here. Of most concern are the following fundamental parameters and behavior:

- **Solute and impurity binding energies with c-loops and c-loop precursors**: The binding energies of Fe, Cr, Sn, Nb, Ni, and H to stacking faults and vacancy platelets were calculated using DFT. These can inform nucleation models for c-loops. (Chapter Three)

- **Cluster source term, \( g_n \)**: These generation rates must be known for every cluster that is able to be produced from displacement cascades. Production data as a function of PKA energy was calculated, and the impact of electronic stopping quantified, with MD simulations. (Chapter Four)

- **Preferred cluster configurations and binding energies, \( E_{n,t}^p \)**: Cluster configurations directly impact reaction rates based on the anisotropy capture efficiencies; binding energies define cluster dissociation rates. Preferred geometries and their formation energies were calculated using the modern BMD19 potential with MD simulations. (Chapter Five)

- **Mobile defect diffusivities and anisotropy (\( D_0^b, D_0^c, E_m^a, E_m^c, p \))**: For anisotropic materials, it is critical to quantify the diffusivity of each mobile defect within the basal plane and along the c-axis. These quantities have been determined through mean-squared-displacement calculations using the modern BMD19 potential with MD simulations. (Chapter Five)

- **Defect capture radii, \( r_d \)**: The radial capture distance defines the inner radius for the toroidal reaction rates, and therefore affects both the rate magnitude and the steepness of the transition parameter. These radii were calculated for point defect
capture by common dislocation loops, and correlated to the stress states of these loops with MD simulations. (Chapter Six)
Chapter Three:

Effect of Solute and Impurity Segregation to Stacking Fault and Vacancy Platelet Energetics

The work in this chapter has been previously published in the Journal of Nuclear Materials by myself, Jose March-Rico, as the first author. The article titled, “The effect of local chemical environment on the energetics of stacking faults and vacancy platelets in α-zirconium” was co-authored with Guiyang Huang and Brian D. Wirth [55]. My role as first author included: research conceptualization, methodology development, results validation, formal analysis of the data, visualization, as well as writing the original and revised drafts. Two modifications were made when including the article into this chapter: 1) Figures from Appendix A of the article [55] were integrated into Section 3.1; 2) the implementation of the data obtained from this article into the CD model is described in an addendum Section 3.6.

One of the proposed factors for the assisted nucleation of faulted c-loops is the “Suzuki effect”, a reduction in stacking fault energy (SFE) by solute and impurity segregation to stacking fault interfaces [59]. This effect has been directly investigated in Cu [120], Ti [121], and Mg [122]. Density functional theory (DFT) calculations of H binding to stacking faults have been reported for the α-Zr system [19], but are lacking for other common alloying elements. The importance of these calculations can be understood by considering the formation of a vacancy dislocation loop with n vacancies and radius R. This energy can be approximated through a line tension model (Eq. (3-1)) containing two terms: 1) the stacking fault contribution, where γ is the SFE for a particular fault type, and 2) the geometric line tension contribution (related to the size of the Burgers vector by the core radius parameter, rc) [37]. Note that f is a shape factor and K is an elastic coefficient, and their values can be found in Ref. [37] for the vacancy loops of interest in α-Zr.

\[ E_{loop}^f(n) = \pi R_1^2 \gamma n + 2\pi f R_1 K \sqrt{n} \ln \left( \frac{R_1 \sqrt{n}}{r_c} \right) \]  \hspace{1cm} (3-1)

For reported basal intrinsic (I₁), basal extrinsic (E), and prismatic (\{10\bar{1}0\}) SFEs of \( \gamma_{I_1} = 147 \text{ mJ/m}^2, \gamma_E = 274 \text{ mJ/m}^2, \) and \( \gamma_{10\bar{1}0} = 211 \text{ mJ/m}^2 \) [37], respectively, the formation energies of basal and prismatic vacancy loops are plotted versus the number of vacancies in Fig. 3-1. The stacking fault contribution of vacancy loop energies becomes dominant at large sizes, for which the perfect prismatic a-loop is the thermodynamically preferred configuration. This is in agreement with the abundance of perfect a-loops and absence of
Fig. 3-1. Formation energies for perfect prismatic, prismatic \{10\bar{1}0\} faulted, basal extrinsic-faulted, and basal intrinsic-faulted vacancy loops in \(\alpha\)-zirconium as a function of the number of vacancies.
faulted c-loops in irradiated α-Zr at low-to-moderate fluences [13, 16]. The work in this Chapter aims to directly investigate the interaction of Fe, Nb, Sn, Cr, and Ni with stacking fault interfaces in Zr through DFT calculations of binding energies. In this way, the impact of these chemical species on c-loop stability in the growth regime can be individually assessed. Additionally, their interaction with nucleating c-loop structures is investigated to demonstrate their impact in the nucleation regime, and determine any differences in interaction tendencies from the growth regime. The results reported here will support or refute one of the proposed solute-driven stabilization mechanism for c-loop formation and, therefore, the onset of breakaway irradiation growth in Zr alloys.

3.1 Modeling method

Ab initio DFT calculations were performed with the Vienna ab initio Simulation Package (VASP) using projector augmented-wave (PAW) pseudopotentials [123-128]. The pseudopotentials treated the following valence electron states: Zr (4p6d5s2), Nb (4p6d45s1), Sn (5s25p2), Fe (3d74s1), Cr (3d54s1), and Ni(3d84s2). The generalized gradient approximation (GGA) was employed with the Perdew, Burke, and Ernzerhof (PBE) exchange-correlation functional [129]. The k-meshes for the Brillouin-zone integration were automatically generated using the gamma-centered scheme. Electronic states were occupied with a Methfessel-Paxton smearing width of 0.1 eV. A real-space projection scheme was used for all supercells containing greater than 20 atoms. The wave function optimization procedure was truncated when the energy difference between steps fell below 1E-5 eV and the residual forces for the relaxed atoms fell below 0.01 eV/Å. Spin-polarized calculations are adopted for systems containing Fe; otherwise, non-spin polarized calculations were adopted. The supercell sizes and specific k-mesh dimensions will be described for each of the stacking fault configurations in the following subsections. All binding energies for some element X to a defect structure of interest were calculated by an expression of the form provided in Eq. (3-2), where positive values denote attractive interaction. The calculation of the binding energy for an element X to a stacking fault, γ, is thus:

$$E_{X-\gamma}^b = \left[ E_\gamma - E_{Zr} \right] - \left[ E_{ZrX+\gamma} - E_{ZrX} \right]$$

(3-2)

where $E_\gamma$ is the energy of the structure containing the stacking fault, $E_{Zr}$ is the energy of the perfect Zr lattice, $E_{ZrX+\gamma}$ is the energy of the stacking fault with element X, and $E_{ZrX}$ is the energy of the perfect Zr lattice with element X. The supercell shape and size, k-point mesh, and plane wave energy cutoff were consistent when calculating the four energies involved in each calculation of the binding energy; the supercells used to calculate $E_\gamma$ and $E_{ZrX+\gamma}$ were the same shape and size, and the supercells used to calculate $E_{Zr}$ and $E_{ZrX}$ were the same shape and size. The plane wave energy cutoff was set to the largest default cutoff energy in the pseudopotential files of the elements involved in each calculation. The default energy cutoffs for Zr, Fe, Sn, Nb, Ni, Cr, and H were 154.6, 267.9, 103.2, 293.2, 269.5, 227.1, and 250.0 eV, respectively. For example, when calculating the binding energy of Fe to any faulted
structure, a plane wave energy cutoff of 267.9 eV was selected when calculating \( E_y, E_{ZrFe+y}, E_{Zr}, \) and \( E_{ZrFe} \).

The hcp crystal structure of \( \alpha \)-Zr was considered with lattice constants of \( a = 3.236 \, \text{Å} \) and \( c = 5.173 \, \text{Å} \) calculated at 0 K, in good agreement with reported values of \( a = 3.234 \, \text{Å} \) and \( c = 5.169 \, \text{Å} \) calculated with DFT at 0 K [78]. For each supercell containing a stacking fault, the length perpendicular to the fault plane was manually relaxed to accommodate the excess volume introduced by the fault. The length is changed until an energy minimum is found, and this corresponding equilibrium length is used when constructing the faulted supercells. This process is shown graphically in Fig. 3-2(a,b,c) for basal intrinsic, basal extrinsic, and prismatic stacking faults (which will be further explained in the following sections). After applying the optimized relaxation coefficient to the supercell length perpendicular to the fault, all calculations were performed at fixed volume. The lattice constant parallel to the stacking fault is fixed to the calculated equilibrium value of hcp \( \alpha \)-Zr. When solute atoms are added to the faulted supercells, the shape and volume are fixed to those of the supercell without the solute atom. Convergence of accurate binding energies is only possible with an adequately large supercell, as is demonstrated in Fig. 3-3.

### 3.1.1 Basal stacking faults

The collapse of a vacancy platelet onto a single basal plane within the perfect ABABAB hcp stacking sequence introduces a high-energy contact of two similar atomic layers as demonstrated in Eq. (3-3) [86]. In Zr, this metastable configuration is relieved by the formation of one of two basal stacking faults: the extrinsic (E) or intrinsic (I₁) faults. The extrinsic fault results from the shear of one layer adjacent to the fault plane (Eq. (3-4)) while the intrinsic fault is produced by the shear of multiple layers above the fault plane (Eq. (3-5)).

\[
\begin{align*}
...ABABABAB ... & \rightarrow ...ABAB|BAB ... & (3-3) \\
...ABAB|BAB ... & \rightarrow ...ABABCABAB ... & (3-4) \\
...ABAB|BAB ... & \rightarrow ...ABABCBCB ... & (3-5)
\end{align*}
\]

To construct the bulk reference supercell for the basal intrinsic and basal extrinsic stacking faults, the primitive cell was replicated 8 times in the [0001] direction (16 atomic layers, 41.4 Å), 5 times in the [10\bar{1}0] direction (10 atomic layers, 16.2 Å), and 5 times in the [\bar{1}2\bar{1}0] direction (10 atomic layers, 14.0 Å). This corresponds to a supercell containing 400 atoms. The basal intrinsic I₁ fault was constructed by shearing the atoms above the fault plane (half of the atoms in the supercell) by the displacement 1/3 [\bar{1}100]. This structure contains two stacking faults in one slab supercell with interfaces separating the ABABABAB and
Fig. 3-2. Stacking fault energies as a function of the relaxation coefficient applied to the length perpendicular to the fault plane for the basal intrinsic I1 (a), basal extrinsic (b), and prismatic \{10\overline{1}0\} (c) faults. Additionally, stacking fault energies are shown as a function of the number of unit cell replications perpendicular to the fault plane for the basal intrinsic I1 (d), basal extrinsic (e), and prismatic \{10\overline{1}0\} (f) faults [55].

Fig. 3-3. a) Convergence of Fe(i) binding energies to the first insertion site in the basal intrinsic I1 fault are shown as a function of the K-point mesh; meshes were constructed with variable dimensions along the z-direction (dotted line) and along the x- and y- directions (solid line). b) Convergence of Fe(i) binding energies are shown as a function of supercell size for the basal intrinsic, basal extrinsic, and prismatic faults [55].
CBCBCB stacking regions. The basal extrinsic fault was constructed by placing an additional atomic layer in the [0001] direction due to the nature of the single-layer fault. This corresponds to a supercell with 425 atoms and an unrelaxed length of 43.95 Å. The relaxed SFE for the basal intrinsic structure is 151.1 ml/m², in good agreement with calculated values of 147 ml/m² [37] and 124 ml/m² [130]. Similarly, the relaxed basal extrinsic SFE of 285.6 ml/m² is in good agreement with literature values of 274 ml/m² [37] and 249 ml/m² [130]. Binding energies to these structures were calculated with a 6x6x4 k-point mesh, allowing a sufficient k-point density for converged energies (Fig. 3-3).

3.1.2 The \{10\overline{1}0\} prismatic stacking fault

A stacking fault along the \{10\overline{1}0\} prism planes nucleates through the collapse of vacancy platelets along one or two layers of the hcp prismatic stacking sequence (ABCDABCD) [82]. The removal of a single layer (Eq. (3-6)) results in a much greater energy fault than the removal of a corrugated A-B or C-D pair of layers (Eq. (3-7)) [82]; therefore, the fault formed by the collapse of vacancy platelets onto two atomic layers was the only prismatic fault considered in this investigation. Once faulted a-loops reach large sizes, these defects unfault by a 1/6 (\overline{1}210) shear of the fault plane to produce the perfect loops observed in irradiated microstructure, as predicted by their favorable formation energies (Fig. 3-1) [37].

\[ ... \text{ABCDABCD} \rightarrow ... \text{ABCDABC|ABCD} ... \] \hspace{1cm} (3-6)

\[ ... \text{ABCDABCD} \rightarrow ... \text{ABCDAB|ABCD} ... \] \hspace{1cm} (3-7)

To construct the bulk reference supercell for the \{10\overline{1}0\} prismatic fault, the primitive cell was replicated 7 times in the [10\overline{1}0] direction (28 atomic layers, 39.2 Å). For the [\overline{1}2\overline{1}0] and [0001] directions, the supercell was replicated 5 times (10 atomic layers, 16.1 Å) and 3 times (9 atomic layers, 15.5 Å), respectively. This corresponds to a supercell containing 420 atoms. The prismatic faulted supercell was constructed with the same unit cell replications, but consisted of 26 atomic layers in the [10\overline{1}0] direction (36.4 Å) due to the removal of one corrugated pair of prismatic planes. This supercell contained 390 atoms. The relaxed SFE for this structure was calculated to be 181.1 ml/m², in close agreement with literature values of 211 ml/m² [37] and 197 ml/m² [130]. A k-point mesh of 4x6x6 was utilized for the calculation of binding energies.

3.1.3 The high-energy B-B layer structure (vacancy platelet)

In addition to modeling stacking faults in Zr to indirectly relate \textit{ab initio} binding energies to vacancy loop formation energies, solute interaction with a nucleating c-loop defect was directly investigated. The high-energy B-B layer structure is formed when a
vacancy platelet condenses onto a single basal plane (Eq. (3-3)). Although pyramidal structures may offer lower energy states for small basal clusters [21, 84, 85], computational limits on supercell size do not allow the direct simulation of these occurrences with DFT. Therefore, the analysis focuses on interactions between solute and impurities with nucleating basal platelets that may transform to the pyramidal structure through vacancy capture if stabilized in the matrix. This structure was formed by introducing a hexagonal vacancy platelet containing 19 vacancies into a perfect Zr supercell (22.4 Å x 22.6 Å x 20.7 Å) containing 448 atoms. The supercell was then relaxed to allow the similar atomic rows to come into contact with one another, forming the B-B layer structure. This process is demonstrated in Fig. 3-4. The binding energies for Fe, Sn, Nb, Cr, Ni, and H were then calculated to this relaxed structure through an expression of the form given by Eq. (3-2).

### 3.2 Solute interaction with prismatic and basal stacking faults

#### 3.2.1 Preferred sites of Fe, Nb, Sn, Cr, and Ni in the hcp α-Zr matrix

Due to the similarity of the atomic numbers and size for Zr and Nb, Nb will unquestionably occupy substitutional positions. A preference for the substitutional position has also been indicated for Sn and Ni by DFT calculations [30]. Conversely, reports for the site preference of Fe and Cr are contradictory in the literature. Burr et al. report that Fe is expected to occupy the octahedral interstitial position while Cr exhibits a dual occupancy of the octahedral interstitial and substitutional positions [62]. The reported octahedral interstitial occupancy of Fe is in agreement with the results of Pasianot and Pérez et al. [57, 58], while the dual occupancy of interstitial and substitutional sites was indicated by Christensen et al. [30]. The high-symmetry substitutional position of Fe is stated to be stabilized by a large magnetic moment, but the octahedral interstitial position is favored if the magnetic moment does not persist at higher temperatures.

Due to the disagreement in past studies, the site preference of Fe and Cr were investigated with a 288-atom supercell (22.4 Å x 19.4 Å x 15.5 Å) and a dense k-point mesh of 5x5x5. The magnetic moment of Cr was found to diminish for minor perturbations in its high-symmetry position, and is not expected to persist to high temperatures; therefore, all calculations involving Cr were non-spin polarized. Conversely, the calculations involving Fe were spin-polarized due to the persistence of a magnetic moment when placed in off-symmetry substitutional positions. Both Fe and Cr were found to be unstable in the tetrahedral interstitial position (resulting in migration to the nearest octahedral site). A strong magnetic moment is noted for Fe in the high-symmetry substitutional position (3.74 \( \mu_B \)), but diminishes to zero for the octahedral interstitial position; the difference in formation energies is 0.04 eV, with a slight preference for the octahedral position. A Cr atom placed in a high-symmetry substitutional position migrates to an off-site substitutional position,
**Fig. 3-4.** Visualization of the high-energy B-B layer structure of a 19-vacancy hexagonal platelet. The grey and green spheres represent zirconium atoms, while the dashed open circles represent the individual vacancies [55].
although the octahedral interstitial site is preferred by 0.02 eV. Due to the similarities in formation energies for substitutional and interstitial sites for Fe and Cr, both sites were considered for these elements.

3.2.2 Binding energies of Fe, Nb, Sn, Cr, and Ni to stacking faults in α-Zr

The basal extrinsic, basal intrinsic, and prismatic stacking faults (as described in Sections 3.1.1 and 3.1.2) are illustrated in Fig. 3-5. Substitutional and octahedral interstitial insertion sites are marked with closed and open red circles, respectively. Binding energies were calculated as a function of separation distance from the fault plane to investigate both the magnitude of solute binding and its range of interaction. The binding energies of each of the chemical species to the three stacking faults are shown individually for each element in Fig. 3-6(a)-(g); note that (s) indicates a substitutional insertion while (i) indicates an octahedral interstitial insertion.

Fe and Sn show the strongest positive binding to basal stacking faults. In particular, Fe in its interstitial form shows considerable attractive interaction with basal stacking faults (∼0.35-0.4 eV binding) while Fe in its substitutional form exhibits much weaker interactions. Due to the similar magnitudes of their formation energies and the large binding of the Fe interstitial, Fe would be expected to occupy octahedral interstitial sites near basal stacking fault interfaces. The formation of a double-layer {1010} prismatic stacking fault introduces a unique octahedral interstitial position at the fault interface to which the Fe interstitial is tightly bound [131], but this attractive binding rapidly decays when inserting Fe at further distances from the interface. Sn shows repulsive interaction near the prismatic fault interface with negligible interaction at greater separation distances. Therefore, Fe and Sn are expected to preferentially segregate to basal stacking faults rather than prismatic faults. Cr in its interstitial position shows binding interactions with similar values as substitutional Sn; conversely, Cr in the off-site substitutional position (as well as Nb and Ni), exhibits only weak interaction with all stacking faults. Similar to Fe, Cr is expected to occupy interstitial positions near the basal fault interfaces due to its large attractive binding with respect to that of substitutional Cr.

3.2.3 Solute segregation profiles

The segregation behavior of a particular solute, S, lying on a plane ρ at some distance \( d_\rho \) from a stacking fault interface \( \gamma \) can be related to its binding energy \( E^\Lambda_{\text{S-\gamma}}(d_\rho) \). An approach for modeling the segregation behavior of interstitial H has been detailed by Varvenne et al. with reference to the tetrahedral interstitial site [19]. The model considered a bicrystal of two semi-infinite bulk regions separated by a stacking fault plane. Each side
**Fig. 3-5.** Substitutional (closed red circle) and octahedral interstitial (open red circle) insertion sites within the basal extrinsic, basal intrinsic, and prismatic stacking faults [55].

**Fig. 3-6.** Binding energies to basal extrinsic, basal intrinsic, and prismatic stacking faults as a function of separation distance from the stacking fault plane for the following chemical species: (a) octahedral interstitial Fe, (b) on-site substitutional Fe, (c) on-site substitutional Sn, (d) octahedral interstitial Cr, (e) off-site substitutional Cr, (f) on-site substitutional Nb, and (g) on-site substitutional Ni [55].
acts as a reservoir for H such that the chemical potential, $\mu_H$, is fixed at equilibrium:

$$E_{H}^{sol} - E_{H}^{b} + kT \ln \left( \frac{c_p}{1 - c_p} \right) = \mu_H$$  (3-8)

where $E_{H}^{sol}$ is the hydrogen solution energy in bulk zirconium, $E_{H}^{b}$ is the binding energy of H to the stacking fault interface, and $c_p$ is the site occupation fraction of H on plane p. The model assumes that the interaction between H atoms is negligible. By considering a point far enough from the fault interface such that the H concentration approaches that of bulk Zr and the binding energy approaches 0, $\mu_H$ can be eliminated in Eq. (3-8) using the assumption of an equilibrium partitioning of H atoms between the matrix (reservoir) and the stacking fault, and the segregation profile, $c_p$, can be solved for as a function of H binding energy. That approach detailed by Varvenne et al. [19] has been expanded here to include expressions with reference to the octahedral interstitial site (Eq. (3-9)) and the substitutional site (Eq. (3-10)), where the concentration profile on a plane p is related to the nominal solute concentration in the alloy, x. The parameter $\Delta E_t^{r/o}$ is the energy difference between the tetrahedral and octahedral positions; for interstitial elements such as Fe and Cr that exhibit instability in the tetrahedral position, this parameter can be considered infinitely large such that these solute segregate only on planes containing octahedral sites. For every substitutional site in hcp $\alpha$-Zr there exists one octahedral interstitial site; therefore Eq. (3-9) reduces to the form of Eq. (3-10) within this analysis.

$$c_p^o = \frac{x \cdot \exp \left( \frac{E_s^{b-\gamma}(d_p)}{kT} \right)}{1 + 2 \cdot \exp \left( \frac{-\Delta E_t^{r/o}}{kT} \right) + x \cdot \exp \left( \frac{E_s^{b-\gamma}(d_p)}{kT} \right)}$$  (3-9)

$$c_p = \frac{x \cdot \exp \left( \frac{E_s^{b-\gamma}(d_p)}{kT} \right)}{1 + x \cdot \exp \left( \frac{E_s^{b-\gamma}(d_p)}{kT} \right)}$$  (3-10)

The extent of segregation is highly sensitive to the selected temperature due to the fact that solute binding effectively lowers the species formation energy in the vicinity of the stacking fault interface. The magnitude of segregation for a given binding energy will be greater at lower temperatures. For this analysis, a temperature of 600 K was selected to represent the service temperature of pressurized water reactors. The extent of segregation will also depend on both the binding energy (Fig. 3-6) and the matrix solute concentration during irradiation, which may exceed the nominal solubility due to ballistic dissolution effects.

The elements Fe, Cr, and Ni have negligible solubilities within the hcp $\alpha$-Zr matrix and are initially contained within secondary phase precipitates (SPPs) such as Zr(Fe,Cr)$_2$ and Zr$_2$(Fe,Ni) [60]. These SPPs ballistically dissolve under irradiation, releasing the constituent elements to supersaturate the matrix. For instance, atom probe tomography (APT) has demonstrated that the matrix Fe concentration increases from $\sim$0.01 at% to $\sim$0.10 at% in
Zircaloy-2 following neutron irradiation to $2 \times 10^{25}$ n/m$^2$ (E > 1.0 MeV), and remains at this concentration of ~0.10 at% up to the highest reported fluence of $6 \times 10^{25}$ n/m$^2$ (E > 1.0 MeV), for an ingot containing a nominal concentration of 0.18 at% Fe [60]. Thus, Fe reaches a supersaturated dynamic steady-state matrix concentration considerably greater than the solubility limit in α-Zr. Fig. 3-7(a) demonstrates the segregation potential of Fe prior to significant irradiation, invoking Eq. (3-10) for a bulk Fe concentration of $x_{Fe} = 0.0001$ (0.01 at% solubility) at T = 600 K. For this concentration of Fe, the rigorous thermodynamic equilibrium assumed by Eq. (3-8) is valid. Despite the large binding energies of the Fe interstitial, the negligible solubility of iron in the Zr matrix at low fluence does not lead to significant segregation.

When instead considering the supersaturated matrix concentration of 0.10 at% Fe, it can be assumed that a dynamic equilibrium has been reached between the matrix and the stacking fault in question (such that the chemical potential of Fe in the matrix is equal to the chemical potential near the stacking fault). When considering this supersaturated Fe matrix concentration (0.10 at%) as the value for the reservoir in the model, the segregation potential of Fe containing bulk concentrations of $x_{Fe} = 0.0010$ (high-fluence case of 0.10 at% supersaturation as observed in Ref. [60]), and $x_{Fe} = 0.003$ (upper-bound case for the maximum Zircaloy-2 nominal Fe concentration of 0.30 at%) can be roughly estimated using Eq. (3-10), and are plotted in Fig. 3-7(b) and Fig. 3-7(c), respectively. In contrast to the behavior shown for Fe near the solubility limit, the segregation potential of Fe is greatly enhanced at higher fluence upon the dynamic super-saturation of the solute in the matrix. The concentration-dependent segregation of interstitial Fe to stacking faults is qualitatively consistent with the high-fluence nucleation of c-loops, which may be linked to the ballistic dissolution of elements such as Fe into the matrix. However, because the Varvenne model is based on a rigorous thermodynamic equilibrium, as opposed to the dynamic steady-state behavior assumed here, the results shown in Fig. 3-7(b) and Fig. 3-7(c) likely represent an upper bound for the estimation of segregation behavior. Regardless, consideration of the calculated binding energies and the experimentally observed super-saturated matrix concentrations support the conclusion of a significant potential for Fe segregation to stacking faults once Fe has ballistically dissolved from SPPs into a highly super-saturated concentration. Future analyses should further investigate the dynamic, thermodynamic, and kinetic phenomena as well as the various sources and sinks of Fe in the Zr matrix that may impact the segregation potential of Fe.

A similar analysis of segregation behavior for other solute requires reasonable estimates of their nominal matrix concentration under irradiation. Binary equilibrium phase diagrams show ~0 at% solubility at T = 600 K for Cr [132], and Ni [133]. As discussed previously for the case of Fe, APT analyses indicate that matrix concentrations of Cr and Ni are expected to increase as the SPPs ballistically dissolve under irradiation [60]. Nb is expected to have a higher inherent solubility of ~0.30 at% [134]. On the other hand, Sn is predicted to have a solubility of ~4 at% at T = 600 K. Considering traditional alloying concentrations, the Zircaloy family of alloys typically contains ~0.9 – 1.3 at% Sn, ~0.1 – 0.3 at% Fe and Cr, and ~0.05 – 0.1 at% Ni; Nb is commonly included in amounts of ~1 at% in
Fig. 3-7. Segregation profiles at $T = 600$ K for (a) 0.01 at% interstitial Fe, (b) 0.10 at% interstitial Fe, (c) 0.30 at% interstitial Fe, (d) 0.30 at% interstitial Cr, (e) 0.01 at% Ni, (f) 1.0 at% Sn, (g) 2.5 at% Sn, and (h) 2.5 at% Nb [55].
ZIRLO and M5 alloys [135]. Excel and Zr-2.5Nb alloys contain ~2.5 at% of Sn or Nb, respectively. A comparison of Fe and Cr segregation at comparable nominal matrix concentrations (x = 0.30 at%) in Fig. 3-7(c) and Fig. 3-7(d) illustrates the dependence of the segregation profile on the magnitude of solute binding, in which Fe exhibits a much broader segregation profile. The maximum binding energy of ~0.40 eV calculated for interstitial Fe is nearly twice as large as that for interstitial Cr. The consequence is reduced segregation of Cr to all stacking faults in α-Zr (relative to Fe); we therefore conclude that a large binding energy is required in order for solute segregation to be observed for elements with limited matrix solubility. Therefore, it is not surprising to find that Ni (with low binding energies and limited solubility) exhibits negligible segregation tendencies in Fig. 3-7(e).

The segregation profiles for Sn are plotted in Fig. 3-7(f) and Fig. 3-7(g) for nominal concentrations of 1 at% (an approximate Zircaloy alloying content) and 2.5 at% (an upper bound condition for Sn alloying content in Excel alloys). Despite the lower binding energy of Sn compared to interstitial Fe, its segregation is comparable due to much larger matrix concentrations in Zr alloys. While Nb is often alloyed with similarly large concentrations, the weak binding of Nb to these stacking faults leads to minimal segregation. Therefore, this analysis indicates that only interstitial Fe and substitutional Sn should segregate in sufficient quantities to produce notable reductions in faulted c-loop formation energies.

It should be stated that the predicted segregation of Fe and Sn is quite large and can no longer be considered “dilute”. Solute segregation is driven by a local reduction in the formation energy in the vicinity of the stacking fault interface. Solute-solute interactions between Fe-Fe and Sn-Sn will affect the extent of segregation depending on the repulsive or attractive nature of the interaction, as well as the presence of other defects to which these solutes will bind or precipitation sites (especially for Fe). Although a detailed quantitative analysis on solute-solute interactions and a quantitative prediction of segregation profiles is outside the scope of this work, preliminary DFT results have been reported by Burr et al. for Fe-Fe, Cr-Cr, and Fe-Cr interactions between pairs of the respective solute atoms in α-Zr [62]. Dumbbell configuration pairs of Fe-Fe, Cr-Cr, and Fe-Cr were strongly attractive, and the positive binding energy for atom pairs persisted up to the largest investigated separation distance of 7 Å. This result of attractive binding is unsurprising considering the extent of clustering of Fe and Cr prior to c-loop formation [20, 63]. While a similar analysis has not been performed for Sn, Nb, or Ni, the banding and clustering of Sn observed in irradiated Zr [20] indicates a positive, rather than repulsive, interaction of Sn while strong segregation of Fe and Ni to dislocation loops has been shown through molecular dynamics simulations [31, 61]. Therefore, the segregation tendencies demonstrated in Fig. 3-7 are in agreement with general solute behavior reported in literature, although an extensive quantification of solute-solute interactions in future work would provide useful input to modify the planar segregation predicted by Eq. (3-9) and Eq. (3-10), in addition to a more detailed calculation of solute partitioning amongst a variety of radiation-induced defects.
3.2.4 Modified stacking fault energies

The reduction in SFE by solute segregation can be considered through the difference in the grand potentials of the system for the faulted ($\Omega_f$) and perfect ($\Omega_i$) crystal (Eq. (3-11)), where $S_0$ is the area of the dividing interface for one insertion site per plane [19]. The area of this interface is given by $S_0 = a^2 \sqrt{3}/2$ for basal faults and $S_0 = ac/2$ for the prismatic fault. Considering the thermodynamic model proposed by Varvenne et al., the modified SFE for solute segregation on planes $p$ can be calculated via Eq. (3-12) for substitutional and octahedral interstitial solute [19].

$$\gamma(\{c_p\}) = \frac{\Omega_f(\{c_p\}) - \Omega_i(x)}{S_0}$$  \hspace{1cm} (3-11)

$$\gamma(\{c_p\}) = \gamma_0 + \frac{kT}{S_0} \sum_p \ln \left( \frac{1 - c_p}{1 - x} \right)$$  \hspace{1cm} (3-12)

The modified SFEs as a function of the nominal concentration, $x$, are plotted in Fig. 3-8 for Fe, Cr, Ni, Sn and Nb. The tight, preferential binding of Fe to basal stacking faults is responsible for its strong segregation to these interfaces, and the consequence is a greater reduction in basal SFEs with respect to the prismatic SFE as the nominal concentration is increased (Fig. 3-8(a)). At high fluence, for which the Fe concentration in the matrix has been shown to approach 0.10 at% ($x = 0.0010$) [60], the basal extrinsic and basal intrinsic SFEs are seen to approach zero and, eventually, negative values. Thus, significant Fe segregation locally establishes a thermodynamic preference for the faulted stacking configurations present in the vicinity of basal c-loops. A similar effect is noted as a result of Sn segregation (Fig. 3-8(b)), as would be expected due to the comparable segregation tendencies predicted in Fig. 3-7(f). The low binding energies or nominal concentrations of Cr, Ni, and Nb prevent these elements from having a noteworthy effect on the reduction of SFEs in $\alpha$-Zr.

3.2.5 Effect of solute segregation on vacancy loop formation energies

The formation energies of faulted c-loops cannot be directly investigated by ab initio methods due to the current limitations in supercell size for modern DFT methods (a task that would require millions of atoms). Rather, the formation energies (expressed through Eq. (3-11)) can be related to ab initio binding energies through the modification of $\gamma$, the SFE. The vacancy loop formation energies for faulted c-loops (basal extrinsic and intrinsic), faulted a-loops (prismatic $\{10\bar{1}0\}$ faulted), and perfect a-loops (prismatic perfect) are compared in the absence of impurity segregation in Fig. 3-9(a). Due to the lack of a SFE contribution, the perfect a-loop is thermodynamically favored and this observation explains their high number-density in irradiated $\alpha$-Zr [13, 16]. Fe segregation has little impact on this behavior at low fluence ($x = 0.01$ at%, Fig. 3-9(b)) but is incredibly influential at high fluence with an
Fig. 3-8. Modified stacking fault energies at $T = 600$ K as a function of nominal concentration for (a) interstitial Fe, (b) substitutional Sn, (c) interstitial Cr, (d) substitutional Ni, and (e) substitutional Nb [55].
Fig. 3-9. Modified formation energies of basal extrinsic, basal intrinsic, faulted prismatic, and perfect prismatic vacancy loops at T = 600 K for (a) no impurity segregation, (b) interstitial Fe at x = 0.01 at%, (c) interstitial Fe at x = 0.10 at%, (d) Sn at x = 1.0 at%, (e) Sn at x = 2.5 at%, and (f) Nb at x = 2.5 at%. Note that the Nb behavior is representative of interstitial Cr and Ni due to similar SFE modifications [55].
assumed increase in matrix Fe concentration, as shown in Fig. 3-9(c). The reduction in basal, and to a lesser effect prismatic, SFEs severely diminishes the gap between formation energies.

Consistent with the results presented in Fig. 3-8, Sn has a similar effect on reducing the formation energy gap for faulted basal loops and, for very large nominal concentrations, even establishing a thermodynamic preference for the basal intrinsic c-loop configuration. This data is in agreement with experimental data indicating that breakaway irradiation growth occurs at uncharacteristically low fluence in the Excel alloy, which contains approximately 3.5 at% Sn, as compared to high purity α-Zr, or commercial Zircaloy-2 or Zircaloy-4, which contain approximately 1 at% Sn [136]. While these experimental reports are consistent with the analysis performed here, it must be questioned why a threshold, or incubation, fluence exists for c-loop nucleation in these alloys, in which Sn is evenly dispersed in the matrix at low fluence (unlike Fe) [60]. One possibility is that Sn is not strongly attracted to the high-energy B-B layer structure that acts as a nucleation barrier for faulted c-loop formation, and only segregates to growing, rather than nucleating, c-loops. This possibility is further discussed in the following section. In contrast to the effects of Fe and Sn, the elements Cr, Ni, and Nb (all sharing a similar behavior to that demonstrated in Fig. 3-8(f)) are not expected to play a large role in the reduction of SFEs for large c-loops.

It must be stressed that the current approach does not consider the reduction in formation energy due to solute segregation to the core of the prismatic dislocation loops, as noted for Fe, Cr, and Ni segregation to the periphery of non-faulted loops [20, 31, 61] or Fe and Sn segregation to the periphery of faulted c-loops [63]. Notably, the formation energies in Fig. 3-8 are not expected to represent the true energetic state of dislocation loops in irradiated α-Zr, which must include the effects of several other factors such as stress or solute segregation to dislocation cores. The intent of this study is to show the significant impact that solute segregation has on reducing the SFE and lowering formation energy difference between perfect a-loops and faulted c-loops. The number of possible segregation sites for solute to the periphery of a dislocation loop or the faulted loop interface will be related to its circumference (2πR for a circular loop) and its surface area (πR² for a circular loop), respectively. While solute segregation to dislocation cores would be present for both vacancy a-loops and c-loops, the faulted c-loop offers a greater number of segregation sites to its faulted interface with increasing size. Considering that c-loops often reach sizes greater than 100 nm, the stacking fault energy contribution will dominate and the solute segregation mechanism proposed here may explain the observed c-loop growth and formation with respect to the originally thermodynamically-favored perfect a-loop.

### 3.3 Solute interaction with prismatic and basal stacking faults

Unlike large faulted c-loops, it is possible to directly simulate the high-energy B-B layer configuration by *ab initio* methods as shown in Fig. 3-4. This defect structure may act as a nucleation barrier for c-loop formation as vacancies condense into a platelet on a single
basal plane. The high-energy B-B layer contact is eventually resolved by the formation of a basal extrinsic stacking fault once a sufficient number of vacancies have been captured, although recent work shows that the platelet may instead transform into a lower-energy pyramidal configuration [84, 85]. While the platelet structure is not representative of large, faulted c-loops, a demonstration of strong binding of Fe, Sn, Nb, Cr, Ni, or H to this nucleating vacancy loop structure could support an impurity-assisted mechanism for the reduction of the nucleation barrier. This would stabilize the platelet structure long enough to capture vacancies and possibly transform to a lower-energy configuration.

Two insertion locations within the B-B structure were considered: the center of the vacancy platelet (within the B-B layer contact) versus the periphery of the platelet. For the “center” location, one element is either substituted for a Zr atom in the B-B layer contact, or an element is placed interstitially; for the “periphery” location, one element is substituted for a Zr atom adjacent to the vacancy platelet, or an element is placed interstitially within the available free space. Fig. 3-10 displays the binding energies and final relaxed positions for chemical species inserted in the center of the platelet. The only element to exhibit strong binding to this substitutional accommodation is Cr; however, Cr and Fe atoms are both more tightly bound to the free (interstitial) space between the B-B layer contact and would be expected to migrate towards those sites instead. The greater amount of free space available in the B-B contact layer compared to that of the traditional hcp octahedral interstitial positions could provide an explanation for the tight binding. Despite this greater free space, however, the H interstitial is shown to have particularly weak binding to this location of the nucleating platelet defect. The insertion of substitutional Fe and Ni resulted in distortion of the metastable structure, and their binding energies could not be adequately calculated.

The binding energies and final relaxed positions of the chemical species to the periphery insertion site are shown in Fig. 3-11. Sn has been investigated in both substitutional and interstitial positions, but strong binding is only observed for interstitial insertion. It must be noted, however, that Sn is partially substituting for a vacancy, skewing the binding energy calculation to higher values (due to the reduction of the number of vacancies in the system). When a vacancy is placed adjacent to Sn (as if substitutional Sn is exchanging with a vacancy from the platelet), the Sn atom migrates to fill the vacancy adjacent to the platelet, rather than remaining in the free space of the platelet periphery. This indicates that the 0.75 eV reported binding energy is primarily due to the partial removal of vacant space from the system; thus, Sn is expected to only exhibit weak binding on the order of 0.07 eV to this nucleating defect. A similar skew effect of the binding energies for interstitial Fe and Cr would also be expected, but their significant binding energies of 1.90 and 2.12 eV indicate unambiguously that these elements are tightly bound to this periphery position. When compared to their binding energies at the center of the platelet, both Nb(s) and H(i) show tighter binding at the periphery, but neither element demonstrates strong interactions. Substitutional Ni exhibits a greater binding energy than Nb(s) and H(i), but much lower binding interaction than Fe(i) and Cr(i).

The large binding of Fe and Cr to these nucleating structures supports the experimental observation of c-loop bundles near amorphizing precipitates under neutron
Fig. 3-10. Binding energies and final relaxed positions of Sn(s), Nb(s), Cr(s), H(i), Fe(i), and Cr(i) when placed in the center of the high-energy B-B contact within the 19-vacancy platelet [55].

Fig. 3-11. Binding energies and final relaxed positions of Sn(s), Nb(s), Cr(s), Ni(s), Fe(s), H(i), Fe(i), and Cr(i) when placed at the periphery of the 19-vacancy platelet [55].
irradiation (consider Fig. 6 in Ref. [33]). Harte et al. propose that reports of c-loops nucleating near amorphizing precipitates may, instead, be mistakenly referencing discontinuous irradiation-induced clusters of Fe and Cr along the basal plane [20, 137]. Considering the extent of binding and segregation behavior of solutes described in this work, it is possible that these discontinuous clusters are initially due to Fe and Cr segregation to nucleating c-loops in the basal plane. Continued absorption of vacancies could then eventually lead to full c-loop formation as seen in Refs. [33] and [32]. A similar nucleation mechanism was originally proposed by de Carlan et al. for c-loop formation in Zircaloy-4 [35]. Sn, on the other hand, does not show strong binding to nucleating c-loop precursors and may only play a role in the stabilization and growth of fully-formed faulted c-loops. This is consistent with the fact that breakaway growth is not immediate in alloys with high Sn content despite the fact that Sn is dissolved in solid solution at all fluences in Zr alloys [60]. The binding of H is similarly weak. However, it must be considered that our calculations have involved the addition of single atomic species to the fault or vacancy platelet, and the segregation of multiple H atoms may induce a greater stability for basal defects. However, due to its weak binding, H would be expected to interact with other potential capture sites rather than nucleating basal platelets. These observations therefore indicate that Fe is likely the most significant contributor to c-loop stabilization in the nucleation regime. However, confirmation of this assessment will require further computational modeling of the dynamic Fe concentration under irradiation that accounts for all possible fates of the supersaturated matrix Fe, including precipitation and radiation induced segregation to all of the possible extended defect structures.

### 3.4 Differential electron density analysis

It remains unclear whether the calculated binding energies are predominantly a result of elastic effects (relating to the size of the investigated solute) or electronic interactions. Each of the investigated solutes are undersized when compared to the metallic radius of approximately 1.6 Å for hcp α-Zr [138]. Fe, Cr, and Ni are the smallest solute (with metallic radii of 1.26, 1.28, and 1.24 Å, respectively) while Nb and Sn have metallic radii of 1.46 and 1.53 Å, respectively. The binding energies (Fig. 3-6) do not monotonically vary with size (for example, the binding energy of Fe to the basal intrinsic stacking fault is larger than both Cr and Ni despite similar metallic radii). Thus, we have evaluated the electronic interactions, using differential electron density plots to graphically represent the difference in electron densities between interacting and non-interacting calculations, to identify the extent to which these interactions contribute to the binding energy trends. The differential electron densities were calculated by the lev00 software [139] using the total charge densities of the solute in the state of interest (the stacking fault interface or vacancy platelet) and its reference bulk state in Zr.

Fig. 3-12 plots differential electron densities in bulk Zr, basal intrinsic faulted Zr, and the vacancy platelet for the substitutional elements of Sn, Nb, and Ni, while Fig. 3-13
**Fig. 3-12.** Differential electron density plots for substitutional Sn (row 2), Ni (row 3), and Nb (row 4) solute in bulk Zr (column 1), the basal intrinsic fault plane (column 2), and the vacancy platelet fringe (column 3) with pure Zr as a reference (row 1) [55].
Fig. 3-13. Differential electron density plots for interstitial Fe (row 2) and Cr (row 3) solute in bulk Zr (column 1), near the basal intrinsic fault plane (column 2), and near the vacancy platelet B-B contact (column 3) with pure Zr as a reference (row 1) [55].
provides these plots for the interstitial elements of Fe and Cr, with pure Zr used as a reference. Amongst the substitutional solutes, it can be seen that Sn and Ni locally alter the electron density characteristics in bulk Zr while Nb has little impact. The interaction between Sn and nearby Zr atoms is fully diminished for Sn in the basal intrinsic fault but only partially diminished in the vacancy platelet fringe configuration, which could account for the large binding energy of Sn to stacking faults but significantly reduced Sn binding energy to vacancy platelets. Conversely, the interaction between Ni and Zr is only partially diminished in the stacking fault configuration but fully diminished near the vacancy platelet, which is consistent with the opposite binding behavior for Ni (compared to Sn). As expected by the low Nb binding energy, there is little indication of any electron interaction differences for Nb relative to those normally experienced in bulk Zr. For both interstitial Fe and Cr (Fig. 3-13), there is local partitioning of the surrounding electron densities in the stacking fault and vacancy platelet configurations when compared to the more symmetric distributions in bulk Zr. This local partitioning is strong for Fe but weak for Cr near the intrinsic fault plane, consistent with the larger and weaker calculated binding of these elements, respectively, to these basal faults. Both elements show similar strong electron density partitioning in the vacancy platelet, which indicates that the larger binding of Cr could result from elastic interactions.

3.5 Summary and Conclusions

Irradiation growth in $\alpha$-Zr results from the volume-conservative expansion of its unit cells in the $a$-axis with a corresponding contraction in the $c$-axis. These growth strains are known to become greatly accelerated at high neutron irradiation fluence that correspond with the observed nucleation and growth of faulted vacancy loops on basal planes, termed $c$-loops. One hypothesis for the stabilization of $c$-loops is the reduction in stacking fault energy by solute segregation via the “Suzuki effect.” The binding energy interaction of Fe, Sn, Nb, Cr, and Ni with basal extrinsic, basal intrinsic, and prismatic stacking faults in Zr has been investigated by DFT calculations and these results are then correlated to segregation profiles. Through a thermodynamic model, the segregation of these elements has been related to the reduction of SFEs and, indirectly, to the formation energies of faulted vacancy loops in Zr. For the case of the experimentally observed super-saturation of Fe, we assume that a dynamical equilibrium distribution is achieved between the solute in the matrix and near the stacking fault, which leads to a prediction of strong segregation of Fe to basal stacking faults. It is important to note that the assumed dynamic steady-state Fe supersaturation assumed here is not fully consistent with a rigorous thermodynamic equilibrium, and thus should be considered as an upper bound estimation of the segregation potential. However, the prediction of Fe segregation to stacking faults in irradiated Zr alloys should be robust. Future analysis should investigate the dynamic, thermodynamic, and kinetic phenomena as well as the various sources and sinks of Fe in the Zr matrix that may impact the segregation potential of Fe. The impact of all the investigated chemical species is summarized as follows:
- **Fe (interstitial):** Large, long-range binding to basal faults with limited matrix solubility at low fluence. Significant effect at reducing c-loop formation energies at high fluence once matrix concentrations are observed to increase.

- **Sn (substitutional):** Moderate binding energies to basal faults with high matrix concentrations. Significant effect on reducing c-loop formation energies.

- **Nb (substitutional):** Low binding energies to all stacking faults. Negligible impact.

- **Cr (interstitial):** Low-to-moderate binding energies to basal faults with low matrix solubility. Negligible impact on faulted c-loop formation energies.

- **Ni (substitutional):** Low binding energies and matrix solubility. Negligible impact.

The condensation of vacancies onto a single basal plane results in the close contact of two B layers. This structure is a high-energy precursor to larger faulted c-loops or intermediate pyramidal vacancy configurations [84, 85]. The binding energies of Sn, Nb, Fe, Cr, Ni, and H were calculated to a 19-vacancy platelet to simulate their interaction with this nucleating defect. Fe and Cr were shown to have the strongest binding interactions and may have a substantial effect in stabilizing these defects at high fluence, when these solute species become available within the matrix as a result of intermetallic precipitate dissolution. Ni demonstrated moderate binding energies but is not expected to have as significant an effect on c-loop nucleation due to its lower alloying content and limited solubility in the α-Zr matrix. Segregation of multiple H atoms could enhance the weak per-atom effect reported here, but H may be preferentially attracted to alternate, more tightly-binding trapping sites. Sn, Nb, and H all exhibited low binding energies to the vacancy platelet structure; thus, Sn is most likely a larger contributor in the growth regime of c-loops once the dislocation loops have fully developed their faulted nature. Considering that c-loops often reach sizes greater than 100 nm, the stacking fault energy contribution will dominate and the solute segregation mechanism proposed here may explain the observed c-loop growth and formation with respect to the originally thermodynamically-favored perfect a-loop.

### 3.6 Implementation of results in the CD model

The results and mechanisms discussed in this Chapter can be divided into two categories: c-loop growth or c-loop nucleation. For c-loop growth, the predominant impact of solute is a reduction in SFE. In terms of the CD model, this impact is best implemented via a modification of the binding energies of c-loop defect clusters. Considering Eq. (3-1) and parameters based on *ab initio* simulations [37], it is possible to estimate faulted basal extrinsic and basal intrinsic c-loop formation energies, respectively:

\[
E_{E,c-loop}^f (n) = 9.08 \gamma_E n + 2.87 \sqrt{n} \ln(1.50 \sqrt{n})
\]  

(3-13)
\[
E_{I_1,c-loop}^f(n) = 9.08\gamma_{I_1} n + 3.02\sqrt{n} ln(1.64\sqrt{n})
\]  
(3-14)

The binding energy is related to the change in energy that results from the emission of a monovacancy from these c-loops:

\[
E_{n,1v}^b = E_{1v}^f + E_{n-1}^f - E_n^f
\]  
(3-15)

Therefore, expressions for basal extrinsic and basal intrinsic c-loop monovacancy binding energies can be determined as a function of the SFE by plugging in Eq. (3-13) and Eq. (3-14) into Eq. (3-15), respectively:

\[
E_{n,1v,E}^b = 2.03 + 2.87[\sqrt{n-1} ln(1.50\sqrt{n-1}) - \sqrt{n} ln(1.50\sqrt{n})] - 9.08\gamma_E
\]  
(3-16)

\[
E_{n,1v,I_1}^b = 2.03 + 3.02[\sqrt{n-1} ln(1.64\sqrt{n-1}) - \sqrt{n} ln(1.64\sqrt{n})] - 9.08\gamma_{I_1}
\]  
(3-17)

A reduction in the c-loop SFE will increase c-loop binding energies and, therefore, enhance their growth within the CD model. For a given matrix concentration of some solute, its segregation profile can be calculated through Eq. (3-10) with the binding energies reported here in Fig. 3-6. Finally, the calculations can be propagated to calculate modified SFEs with Eq. (3-12) and inform the monovacancy binding energies through Eq. (3-16) and Eq. (3-17). The only model input in this approach is the matrix concentration of solute which can be estimated based on alloy content and APT data, such as in [60]. A delay in the release of key solute such as Fe and Cr from precipitates may play a role in the delayed onset of c-loop growth. Another contributor to this phenomenon could be related to solute interaction with c-loop precursors, as was discussed in Sections 3.3 and 3.4 of this Chapter. Describing the impact that this might have in the CD model requires information from future Chapters, and as such, it will be further described in Chapter Eight.
Chapter Four:

Defect Production from Displacement Cascades: Quantifying the Effect of Electronic Stopping

The work in this chapter has been previously published in the Journal of Nuclear Materials by myself, Jose March-Rico, as the first author. The article titled, “Quantifying the impact of an electronic drag force on defect production from high-energy displacement cascades in α-zirconium” was co-authored with C. Miller McSwain and Brian D. Wirth [9]. My role as first author included: research conceptualization, methodology development, results validation, formal analysis of the data, visualization, as well as writing the original and revised drafts. The only modification to this article is the addendum of Section 4.4, which describes the implementation of the results described in this chapter into the CD model.

Displacement cascades are the primary unit of irradiation damage which occurs on the picosecond and nanometer scale: a displacement cascade of atomic collisions between lattice atoms, initiating with the production of an energetic primary knock-on atom (PKA) from the elastic collision with a high-energy neutron. As discussed in Chapter Two, the defect source term is a critical parameter in the CD model and can only be calculated from MD simulations of displacement cascades; the accuracy of these simulations will directly affect the predictions of the CD model. One possibility to increase the accuracy of these simulations is to incorporate electronic stopping effects which reduce the total energy available for the displacement of target atoms, $E_{\text{dam}}$. This damage energy is determined by subtracting the total inelastic energy losses to target electrons from the energy of the incident PKA. One of the earliest theories to quantify electronic stopping effects in monoatomic targets was developed by Lindhard, Scharff, and Schiott (LSS) in 1963 [140]. This approach enables the calculation of $E_{\text{dam}}$ using a numerical approximation to the universal function $g(\epsilon)$ [67]:

$$E_{\text{dam}} = \frac{E_{\text{PKA}}}{1 + kg(\epsilon)} \quad (4-1)$$

$$g(\epsilon) = 3.4008 \, \epsilon^{1/6} + 0.40244 \, \epsilon^{3/4} + \epsilon \quad (4-2)$$

$$k = 0.1337 \, Z_1^{1/6}(Z_1/A_1)^{1/2} \quad (4-3)$$

where $Z_1$ and $A_1$ are the atomic number and mass number, respectively, of the projectile; a full description of $\epsilon$ is provided in Ref. [67].
One of the most common tools for the estimation of ion-induced damage profiles and nuclear damage energies is the Stopping and Range of Ions in Matter (SRIM) code [141]. SRIM predicts electronic stopping powers based on fits to experimental data, and describes nuclear scattering with the universal ZBL scattering potential developed by Ziegler, Biersack, and Littmark [142]. For a user-specified combination of incident ion and target atoms, the SRIM calculation can be run with either the quick TRIM (modified Kinchin-Pease) option, or the full-cascade TRIM option. Both options treat the energy loss of the incident ion with a stochastic Monte Carlo approach based on a binary collision approximation [141, 143, 144]. The discrepancy between the two approaches is found in the treatment of the energy loss by the secondary recoil atoms [145]. In the quick TRIM option, the energy loss of secondary recoils to electrons and target atom interactions is determined by the energy partition model of Lindhard et al. [146] which implements electronic stopping based on LSS theory and atomic scattering based on the Thomas-Fermi potential. Alternatively, the full-cascade TRIM option extends the Monte Carlo approach to follow each individual target recoil and determine energy losses based on the SRIM-predicted electronic stopping powers and atomic scattering governed by the ZBL universal potential. Stoller et al. recommend the use of the quick TRIM (modified Kinchin-Pease) option to maintain consistency with the international standard [107, 147] while Weber and Yang argue that the full-cascade option provides a more accurate determination of the damage energy, number of displacements, and damage depth profiles [145].

Cascade studies in α-zirconium have traditionally omitted simultaneous electronic energy losses [10, 11, 68], with the exception of very recent work [12]. This therefore implies the omission of two mechanisms during displacement cascades: 1) the additional slowing down of energetic atoms from electronic ionization and excitation losses and 2) the cooling of cascade temperatures through energy transfer between the atomic and electronic subsystems (electron-phonon coupling) [148]. The first of these mechanisms has been addressed through the application of a drag force on energetic atoms with a strength proportional to the energy-dependent electronic stopping power [12, 149, 150]. Electronic drag force implementation in MD simulations has been shown to have a sizeable effect on the number of defects produced by metal sputtering, resulting in better agreement with experimental data [151, 152], although care must be taken in selecting a cut-off energy for the inclusion of electronic stopping effects [153]. This method represents a simplistic approach to remove kinetic energy from energetic atoms, but does not transfer energy into the electronic subsystem. Simulating an exchange of energy between the atomic and electronic sub-systems would require the implementation of a two-temperature model [150, 154-156]. A model of this nature would allow energy transport away from the cascade, dependent upon the electronic thermal conductivity and electron-ion coupling factor, and may provide an important pathway for cascade cooling. However, the impact of the two-temperature model on cascade cooling and defect production is very sensitive to the selected electron-ion coupling factor as well as the density of the numerical grid used to solve the electronic heat-diffusion equation. Due to this strong dependence on selected model parameters, it is currently difficult to definitively assess the impact of the two-temperature model.
In this chapter, we specifically isolate the effect of an electronic drag force on defect production within displacement cascades in α-Zr. While this approach does not consider a two-temperature interaction between sub-systems, cascade cooling is facilitated through a heat-dissipating barrier to simulate heat loss to the surrounding bulk. A similar method has been recently implemented in α-zirconium [12], but a comparison to equivalent data collected without the electronic drag force was not provided. Here, we directly compare defect production considering: 1) nuclear stopping only and 2) simultaneous nuclear and electronic stopping to assess the impact of an electronic drag force in the Large-Scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) code [157]. The equivalent nuclear damage energy is then compared to the theoretical values predicted by the LSS model (Eq. (4-1) through Eq. (4-3)) and the SRIM code.

4.1 Modeling Method

Displacement cascades were simulated with MD using the Large-Scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) code [157]. An embedded-atom method (EAM) interatomic interaction between Zr atoms was described by the #3 potential developed by Mendeleev and Ackland in 2007 (termed the M07 potential) [70], with the Ziegler-Biersack-Littmark (ZBL) universal repulsive potential [142] fit at distances less than 1 Å for short-distance interactions. The M07 potential is superior to an earlier EAM Zr interatomic potential developed in 1995 by Ackland et al. [69] for the re-production of ab initio properties and defect configurations [70, 80]. All simulation cells were thermally equilibrated for 100 ps at 600 K in an NPT (constant atoms, pressure, and temperature) ensemble to ensure that the cascades were simulated under zero-strain conditions, and that lattice thermal vibrations (phonon waves) were established for the selected temperature as recommended in Ref. [148]. During the simulations, an NVT (constant atoms, volume, and temperature) ensemble was applied to a 10 Å-thick layer at the boundary of the simulation box to simulate heat-dissipation into the surrounding bulk while an NVE (constant atoms, volume, and energy) ensemble was applied to the interior of the box. Periodic boundary conditions were applied in all three directions. The simulation box sizes were selected such that, on average, a distance of at least one cascade width was maintained between the cascade periphery and the heat-dissipating boundary. These supercell sizes, as well as the selected primary knock-on atom (PKA) energies, are summarized in Table 4-1. A variable timestep was implemented to ensure that no atom moves more than 0.5% of a lattice parameter (0.016 Å) in a given timestep. Any simulations for which a channeling PKA passed through the periodic boundary were discarded from analysis.

PKAs were randomly selected from a 2 Å-thick spherical shell with a radius equivalent to one-third the simulation cell diameter, and given a velocity vector towards the center of the supercell. The number of defects were monitored throughout the duration of the cascade using Wigner-Seitz analysis as implemented in the “compute voronoi/atom” command with the occupation keyword in LAMMPS. This analysis identifies defects through
<table>
<thead>
<tr>
<th>PKA Energy (keV)</th>
<th>Simulation Box Size (Å x Å x Å)</th>
<th>Number of Atoms</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>233 x 235 x 238</td>
<td>556,416</td>
</tr>
<tr>
<td>2.5</td>
<td>310 x 314 x 320</td>
<td>1,333,248</td>
</tr>
<tr>
<td>5</td>
<td>342 x 346 x 350</td>
<td>1,787,584</td>
</tr>
<tr>
<td>7.5</td>
<td>368 x 370 x 372</td>
<td>2,166,912</td>
</tr>
<tr>
<td>10</td>
<td>420 x 426 x 429</td>
<td>3,240,640</td>
</tr>
<tr>
<td>15</td>
<td>484 x 492 x 496</td>
<td>5,068,800</td>
</tr>
<tr>
<td>20</td>
<td>530 x 538 x 538</td>
<td>6,549,504</td>
</tr>
<tr>
<td>30</td>
<td>582 x 582 x 588</td>
<td>8,536,320</td>
</tr>
<tr>
<td>40</td>
<td>634 x 639 x 641</td>
<td>11,082,624</td>
</tr>
</tbody>
</table>

Table 4-1. PKA energies and simulation box characteristics for displacement cascades in α-Zr. [9]
the comparison of tessellation volume occupancies in the displaced atomic configuration to those in a reference atomic configuration state. Once the number of defects remained constant for a period of 3 ps, the cascade was considered quenched, and atomic positions were analyzed in the OVITO software [158]. Interstitial and vacancy cluster size identification was initially performed with a second-nearest-neighbor cutoff distance of 3.232 Å as recommended in Ref. [148], but a cutoff of 3.6 Å was found to more appropriately capture the defect cluster states. In particular, di-interstitials were often mis-interpreted as two single interstitials when analyzed with the 3.232 Å second-nearest-neighbor cutoff distance at 600 K.

Electronic energy losses were incorporated through a friction force applied to all atoms with an energy above a defined cutoff, $E_c$. An energy cutoff of 10 eV is recommended by Sand and Nordlund [153]. LAMMPS adjusts the strength of this friction force based on the velocity of each atom and its energy-dependent stopping power:

$$F_i = F_i^0 - \frac{\vec{v}_i}{||\vec{v}_i||} \cdot S_e$$

where $F_i^0$ is the un-modified force calculated for each atom, $\vec{v}_i$ is the atom velocity, and $S_e$ is the energy-dependent electronic stopping power. The electronic stopping powers for Zr were tabulated using the SRIM-predicted values based on the fitting and extrapolation of experimental data [141]. Two MD data sets with 50 simulations per PKA energy were collected for comparison: 1) cascades performed with nuclear stopping only ($S_n$) and 2) cascades performed with simultaneous nuclear and electronic stopping ($S_n + S_e$). SRIM calculations were performed to estimate the expected nuclear damage energy of the Zr PKAs and to calculate the NRT-predicted number of defects using Eq. (1-2). The full-cascade TRIM calculation option was selected as recently recommended by Weber et al. [145]. This provides a closer representation of the energy loss conditions in the LAMMPS simulations (which utilizes the SRIM-predicted electronic stopping powers for electronic losses of each atom and the ZBL scattering potential at close distances for atomic scattering) than the quick TRIM option (which simply calculates the energy partitioning of secondary recoils based on the model by Lindhard et al. [146]). The target density was set to 6.49 g/cm$^3$. The lattice binding energy was set to 0 eV as recommended by Stoller et al. [147], and the threshold displacement energy was set to 40 eV for $\alpha$-Zr as specified by the NRT standard [107].

### 4.2 Results and Discussion

#### 4.2.1 Predicting electronic losses and estimated nuclear damage energies

Due to the relatively low energies of Zr PKAs in comparison to their rest mass, energy-loss interactions are expected to be predominantly nuclear. This is demonstrated in Fig. 4-1
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Fig. 4-1. Electronic and nuclear stopping powers for Zr PKAs in an α-Zr target lattice as calculated by the SRIM code [141]. The insert demonstrates the percentage of electronic stopping relative to total stopping. [9]
with a comparison between the nuclear and electronic stopping powers of Zr PKAs up to 100 keV in energy, as predicted by the SRIM code [147]. The nuclear damage energies of the Zr PKAs is calculated by subtracting the total electronic energy losses of both the PKA and the target recoils in SRIM. The integrated electronic energy losses and nuclear damage energies predicted by SRIM with the full-cascade option are provided in Table 2 and compared to the nuclear damage energies predicted by the LSS model (Eq. (4-1) through (4-3)). The losses are moderate at low PKA energies (a 0.13 keV loss for a 1 keV PKA) but are greater at high PKA energies (a 7.5 keV loss for a 40 keV PKA). For all PKA energies, SRIM (full-cascade) predicts greater nuclear damage energies than the LSS model. The quick TRIM option in SRIM has been stated to overestimate the amount of energy lost by target recoil atoms to ionization [145]. For the case of a 40 keV Zr PKA, the quick TRIM option predicts a ~19.6 % loss of the initial energy by target recoils to ionization ($E_{dam} = 30.1$ keV) while the full-cascade option predicts only 13.8 % losses to these interactions ($E_{dam} = 32.5$ keV). In contrast, both options predict approximately 5 % energy loss (~2 keV) by the incident ion to electronic interactions.

These nuclear damage energies can be used as input to the NRT equation (Eq. (1-2)) to assess the theoretical production of Frenkel pairs for each PKA energy with an average displacement threshold energy of 40 eV as specified by the NRT standard for α-Zr [107]. It is well documented, however, that the NRT prediction is several times greater than the surviving number of defects largely due to significant athermal recombination of in-cascade defects [10, 11]. Regardless, the general expected trend for increasing PKA energy is a greater number of produced defects despite greater electronic energy losses in this energy regime.

### 4.2.2 Defect production

Fig. 4-2 plots the time evolution of the number of Frenkel pair defects as a function of PKA energy, and shows the expected rapid formation of Frenkel pairs as the Zr PKA initially deposits its energy through high-energy, elastic collision with lattice atoms. The curves displayed in the figure represent the average number of defects over all 50 simulations per PKA energy, where averages are plotted in 0.5 ps bins. The peak damage state is observed within the first 3-4 ps, and then defects rapidly begin to athermally recombine during the heat-spike phase of the displacement cascade before reaching an effectively constant number of surviving defects. A greater number of maximum and surviving defects are formed as the PKA energy increases from 1 keV to 40 keV. The effect of simultaneous electronic energy loss is clear: a reduction in both the maximum and surviving number of defects as the PKA energy increases. This electronic stopping effect is more significant with increasing PKA energy. This is due to the decreased energy available for elastic collisions, and earlier stopping of energetic atoms when compared to the condition of nuclear stopping power only.

The impact of electronic stopping on final defect production is demonstrated by comparing the surviving number of Frenkel pair defects versus the PKA energy in Fig. 4-3.
Fig. 4-2. The number of Frenkel pairs versus simulation time are plotted for 1) nuclear stopping only ($S_n$, solid lines) and 2) simultaneous nuclear and electronic stopping ($S_n + S_e$, dashed lines) for PKAs with energies of 1, 2.5, 5, 7.5, 15, and 40 keV. The curves represent the average values from 50 simulations per PKA energy [9].

Fig. 4-3. The number of surviving Frenkel pairs versus PKA energy are plotted for 1) nuclear stopping only ($S_n$, black closed circles) and 2) simultaneous nuclear and electronic stopping ($S_n + S_e$, red closed squares) for PKAs energies up to 40 keV. Error bars represent the standard deviation of the average values for 50 simulations per PKA energy. [9]
Power-law curves of the form \( N_F = A(E_p)^m \) have been fit to both data sets to describe the energy dependence of defect production. There are a number of trends that define the characteristics of defect production via displacement cascades. First, as expected, the number of surviving defects is only a small fraction of the NRT-predicted values (Table 4-2, Fig. 4-4) and this fraction saturates at high PKA energies. Second, there is a distinction between the low-energy and high-energy regimes for the power-law dependence of defect production. These regimes are correlated to the onset of sub-cascade formation at approximately 10 keV PKA energy [11], which accounts for the plateau of the NRT survival fraction at high PKA energies in Fig. 4-4. Electronic energy losses do not affect the general behavior of defect production. Rather, an electronic drag force acts to reduce the magnitude of the surviving defect number while following the same behavior as the nuclear stopping simulations. It is worth noting that the predicted high-energy power-law fit for the electronic stopping data will not extend to very high PKA energies for which the electronic stopping becomes dominant. However, a significant deviation is not expected up to a PKA energy of 100 keV as predicted by the stopping power analysis in Fig. 4-1, and PKAs above this energy are unlikely to be produced with the anticipated energy dependence of fission neutrons in pressurized water reactors (Fig. 2-1).

It is curious to consider how the defect production from the simultaneous electronic drag force approach compares to simply subtracting the total expected electronic energy losses from the incident PKA (i.e. considering the nuclear damage energy in lieu of the total PKA energy). The predicted number of Frenkel pairs for this scenario can be determined by inputting the SRIM-predicted nuclear damage energies calculated in Table 4-2 into the power-law expressions of Frenkel pair production for the case of nuclear stopping only \((S_n)\). From Fig. 4-3, the expressions for low-energy and high-energy Frenkel pair production as a function of PKA energy, respectively, are:

\[
N_F = \begin{cases} 
2.7E^{0.75}, & (E < 10 \text{ keV}) \\
1.5E^{1.02}, & (E \geq 10 \text{ keV}) 
\end{cases} \quad (4-5)
\]

The Frenkel pair production as calculated with LAMMPS is compared for the \((S_n)\) and \((S_n + S_e)\) conditions in Table 4-3. The effect of simultaneous electronic losses is notable—a 10 to 20 % reduction in the surviving number of Frenkel pairs. The equivalent nuclear damage energy of the incident PKA simulated with the \((S_n + S_e)\) condition can be determined by solving for \(E\) in Eq. (4-5) using the calculated number of Frenkel pairs in Table 4-3. For example, a 40 keV PKA is shown to have a 35.7 keV nuclear damage energy when implementing the electronic drag force in LAMMPS. This is in contrast to the values of 32.5 keV and 28.7 keV predicted by SRIM (full-cascade) and the LSS model, respectively (Table 4-2). As expected, there is a closer agreement between LAMMPS and the SRIM calculations with the full-cascade option than there is with the LSS model. This is due to the fact that the LSS theory (and, therefore, the quick TRIM calculation option in SRIM) may overestimate the amount of energy lost to ionization by target recoils [145].
Table 4-2. SRIM-determined electronic energy losses (full-cascade), the nuclear damage energies predicted by SRIM (full-cascade) and the LSS model (Eq. (4-1) through Eq. (4-3)), and the NRT-calculated number of Frenkel pairs (Eq. (1-2)) for PKA energies between 1 and 40 keV. [9]

<table>
<thead>
<tr>
<th>PKA Energy (keV)</th>
<th>1</th>
<th>2.5</th>
<th>5</th>
<th>7.5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>30</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electronic Energy Losses (SRIM) (keV)</td>
<td>0.13</td>
<td>0.41</td>
<td>0.81</td>
<td>1.23</td>
<td>1.66</td>
<td>2.55</td>
<td>3.48</td>
<td>5.45</td>
<td>7.49</td>
</tr>
<tr>
<td>$E_{\text{dam}}$ (SRIM) (keV)</td>
<td>0.87</td>
<td>2.09</td>
<td>4.19</td>
<td>6.27</td>
<td>8.34</td>
<td>12.4</td>
<td>16.5</td>
<td>24.5</td>
<td>32.5</td>
</tr>
<tr>
<td>$E_{\text{dam}}$ (LSS) (keV)</td>
<td>0.83</td>
<td>2.03</td>
<td>3.95</td>
<td>5.83</td>
<td>7.69</td>
<td>11.3</td>
<td>14.9</td>
<td>21.9</td>
<td>28.7</td>
</tr>
<tr>
<td>$N_{F,NRT}$ ($E_{\text{dam}}$ SRIM)</td>
<td>8.77</td>
<td>20.9</td>
<td>41.9</td>
<td>62.7</td>
<td>83.4</td>
<td>124.4</td>
<td>165.1</td>
<td>245.5</td>
<td>325.1</td>
</tr>
</tbody>
</table>

Table 4-3. The calculated number of Frenkel pairs produced in MD simulations using nuclear stopping only ($S_n$) versus that of simultaneous nuclear and electronic stopping ($S_n + S_e$) conditions (averaged over 50 simulations). The calculated nuclear damage energy for the ($S_n + S_e$) condition is solved from Eq. (4-5). The predicted number of Frenkel pairs is determined by inputting the SRIM-determined nuclear damage energies ($E_{\text{dam}}$, Table 4-2) into the power-law expressions of Frenkel pair production for the ($S_n$) condition, given by Eq. (4-5). [9]

<table>
<thead>
<tr>
<th>PKA Energy (keV)</th>
<th>1</th>
<th>2.5</th>
<th>5</th>
<th>7.5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>30</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electronic Energy Losses (SRIM) (keV)</td>
<td>0.13</td>
<td>0.41</td>
<td>0.81</td>
<td>1.23</td>
<td>1.66</td>
<td>2.55</td>
<td>3.48</td>
<td>5.45</td>
<td>7.49</td>
</tr>
<tr>
<td>$E_{\text{dam}}$ (SRIM) (keV)</td>
<td>0.87</td>
<td>2.09</td>
<td>4.19</td>
<td>6.27</td>
<td>8.34</td>
<td>12.4</td>
<td>16.5</td>
<td>24.5</td>
<td>32.5</td>
</tr>
<tr>
<td>$E_{\text{dam}}$ (LSS) (keV)</td>
<td>0.83</td>
<td>2.03</td>
<td>3.95</td>
<td>5.83</td>
<td>7.69</td>
<td>11.3</td>
<td>14.9</td>
<td>21.9</td>
<td>28.7</td>
</tr>
<tr>
<td>$N_{F,NRT}$ ($E_{\text{dam}}$ SRIM)</td>
<td>8.77</td>
<td>20.9</td>
<td>41.9</td>
<td>62.7</td>
<td>83.4</td>
<td>124.4</td>
<td>165.1</td>
<td>245.5</td>
<td>325.1</td>
</tr>
</tbody>
</table>
Fig. 4-4. The fraction of surviving defects compared to the NRT-predicted value (Table 4-2) for 1) nuclear stopping only \((S_n, \text{ black closed circles})\) and 2) simultaneous nuclear and electronic stopping \((S_n + S_e, \text{ red closed squares})\) for PKAs with energies up to 40 keV. The curves represent the average values from 50 simulations per PKA energy. [9]
It would appear that LAMMPS has a tendency to slightly underestimate the impact of electronic stopping for the 30 and 40 keV PKAs when compared to the SRIM full-cascade calculations. It is possible that this is due to the difference in the cascade shape when simulating cascades with simultaneous nuclear and electronic losses rather than simply using the nuclear damage energy and neglecting ionization losses. Because electronic energy losses occur over the duration of the cascade, the initial energetic PKA and its secondary recoils may create a more disperse cascade shape than if the cascades were run using the nuclear damage energy for the initial PKA without simultaneous ionization losses. However, the nuclear damage energies are within statistical error and any discrepancies between LAMMPS and SRIM-predicted values are most likely insignificant to overall defect production in α-Zr.

4.2.3 Defect cluster size distributions

For modeling methods that aim to simulate the migration, recombination, and clustering of irradiation defects, it is imperative to assess the defect cluster distribution for the incorporation of a defect generation term [105]. The clustering tendencies of interstitials and vacancies are presented in Fig. 4-5. Two trends in the defect clustering are clear: 1) vacancies cluster more readily than interstitials and 2) defect clustering fractions increase with increasing PKA energy. These trends are consistent with displacement cascade structures, which are comprised of vacancy-rich cores and sparser, ejected interstitials at the defect periphery, with greater defect densities at higher PKA energies. The effect of simultaneous energy losses on the clustering behavior is a slight reduction in the magnitude of clustering while maintaining the same trend of increasing clustering fraction with increasing PKA energy.

The full cluster size distributions for interstitials and vacancies are visually represented in Fig. 4-6(a) and Fig. 4-6(b), respectively, for low-energy 5 keV and high-energy 40 keV displacement cascades. Tabulated values are provided in Table 4-4 and Table 4-5 for interstitials and vacancies, respectively. Plotted in this way, it is not only clear that vacancies cluster more readily than interstitials, but that vacancies exhibit a greater tendency to form larger clusters than interstitials. In particular, vacancy clusters containing 85 and 99 vacancies were observed to form directly in cascades induced by 40 keV PKAs under the nuclear stopping only condition. This tendency to form large clusters is again likely attributable to the vacancy-rich core structure of displacement cascades. In contrast, interstitial clusters rarely exceed the size of \( n = 26 \) interstitials and produce a greater number of single, di-, and tri- defect clusters than vacancies. The greater mobility of these smaller defects could lead to rapid clustering post-cascade, but defect evolution over longer time scales should be captured by pertinent mesoscale codes. The effect of incorporating an electronic drag force on the cluster size distribution is, in general, only a slight reduction in the average number of large defect clusters.
Fig. 4-5. The fraction of vacancies (solid lines) and interstitials (dashed lines) that reside in clusters of size \( n = 2 \) or greater as a function of incident PKA energy for the nuclear stopping only (\( S_n \), black data points) and the simultaneous nuclear and electronic stopping conditions (\( S_n + S_e \), red data points). Error bars represent the standard deviation of the average values for 50 simulations per PKA energy. [9]
Fig. 4-6. The cluster size distribution for a) interstitials and b) vacancies produced by 5 keV and 40 keV PKAs with nuclear stopping only ($S_n$, gray/black bars) and simultaneous nuclear and electronic energy losses ($S_n + S_e$, red/pink bars). Error bars are only provided for the 40 keV PKA data set and represent the standard deviation for 50 simulations. [9]
Table 4-4. The cluster size distribution for interstitial defects produced with nuclear stopping only ($S_n$) and simultaneous nuclear and electronic energy losses ($S_n + S_e$). The values represent averages over 50 simulations per PKA energy with the standard deviation ranges provided. [9]

<table>
<thead>
<tr>
<th>$E_p$ (keV)</th>
<th>Size of interstitial clusters, n ($S_n$)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6–10</th>
<th>11–20</th>
<th>21–40</th>
<th>40–70</th>
<th>&gt; 70</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.02±1.70</td>
<td>0.22±0.44</td>
<td>0.04±0.25</td>
<td>0.02±0.15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2.5</td>
<td>3.78±2.10</td>
<td>0.24±0.48</td>
<td>0.09±0.28</td>
<td>0.04±0.21</td>
<td>0.02±0.15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>5.43±2.84</td>
<td>0.36±0.67</td>
<td>0.12±0.36</td>
<td>0.03±0.18</td>
<td>0.09±0.28</td>
<td>0.14±0.35</td>
<td>0.01±0.10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7.5</td>
<td>7.10±3.75</td>
<td>0.59±0.78</td>
<td>0.26±0.51</td>
<td>0.09±0.29</td>
<td>0.08±0.27</td>
<td>0.24±0.43</td>
<td>0.05±0.21</td>
<td>0.01±0.11</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>8.00±3.11</td>
<td>0.56±0.83</td>
<td>0.36±0.52</td>
<td>0.12±0.32</td>
<td>0.02±0.14</td>
<td>0.26±0.44</td>
<td>0.16±0.37</td>
<td>0.02±0.14</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>11.27±4.65</td>
<td>0.89±0.82</td>
<td>0.42±0.61</td>
<td>0.22±0.42</td>
<td>0.16±0.36</td>
<td>0.38±0.53</td>
<td>0.31±0.46</td>
<td>0.02±0.15</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>15.96±5.61</td>
<td>1.65±1.59</td>
<td>0.58±0.81</td>
<td>0.31±0.55</td>
<td>0.23±0.51</td>
<td>0.33±0.51</td>
<td>0.19±0.44</td>
<td>0.12±0.33</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>30</td>
<td>21.00±5.89</td>
<td>1.84±1.39</td>
<td>1.00±1.27</td>
<td>0.42±0.66</td>
<td>0.26±0.44</td>
<td>0.65±0.48</td>
<td>0.65±0.48</td>
<td>0.16±0.37</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>40</td>
<td>26.00±7.91</td>
<td>2.46±1.79</td>
<td>0.92±0.79</td>
<td>0.52±0.68</td>
<td>0.42±0.57</td>
<td>0.94±0.38</td>
<td>0.71±0.61</td>
<td>0.29±0.45</td>
<td>0.02±0.14</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$E_p$ (keV)</th>
<th>Size of interstitial clusters, n ($S_n + S_e$)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6–10</th>
<th>11–20</th>
<th>21–40</th>
<th>40–70</th>
<th>&gt; 70</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.80±1.42</td>
<td>0.18±0.46</td>
<td>0.03±0.18</td>
<td>0.01±0.11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2.5</td>
<td>3.39±1.56</td>
<td>0.27±0.47</td>
<td>0.10±0.30</td>
<td>0.03±0.18</td>
<td>0.01±0.11</td>
<td>0.02±0.15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>5.29±2.76</td>
<td>0.40±0.63</td>
<td>0.18±0.44</td>
<td>0.13±0.34</td>
<td>0.02±0.15</td>
<td>0.09±0.28</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7.5</td>
<td>6.28±3.21</td>
<td>0.57±0.72</td>
<td>0.13±0.33</td>
<td>0.03±0.18</td>
<td>0.10±0.30</td>
<td>0.11±0.32</td>
<td>0.07±0.25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>8.74±4.31</td>
<td>0.75±0.89</td>
<td>0.23±0.51</td>
<td>0.19±0.43</td>
<td>0.04±0.20</td>
<td>0.07±0.26</td>
<td>0.06±0.23</td>
<td>0.01±0.12</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>10.70±4.76</td>
<td>1.04±1.07</td>
<td>0.48±0.73</td>
<td>0.23±0.49</td>
<td>0.07±0.26</td>
<td>0.38±0.48</td>
<td>0.07±0.26</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>12.50±4.80</td>
<td>1.31±1.14</td>
<td>0.32±0.70</td>
<td>0.25±0.47</td>
<td>0.21±0.44</td>
<td>0.43±0.52</td>
<td>0.24±0.42</td>
<td>0.03±0.17</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>30</td>
<td>18.97±7.10</td>
<td>2.36±1.73</td>
<td>0.52±0.70</td>
<td>0.37±0.57</td>
<td>0.31±0.55</td>
<td>0.64±0.59</td>
<td>0.27±0.44</td>
<td>0.16±0.37</td>
<td>0.01±0.12</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>40</td>
<td>24.45±10.34</td>
<td>2.39±1.52</td>
<td>0.74±0.81</td>
<td>0.51±0.71</td>
<td>0.30±0.52</td>
<td>0.86±0.39</td>
<td>0.39±0.52</td>
<td>0.29±0.45</td>
<td>0.01±0.12</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 4-5. The cluster size distribution for vacancy defects produced with nuclear stopping only ($S_n$) and simultaneous nuclear and electronic energy losses ($S_n + S_e$). The values represent averages over 50 simulations per PKA energy with the standard deviation ranges provided. [9]

<table>
<thead>
<tr>
<th>$E_p$ (keV)</th>
<th>Size of vacancy clusters, n ($S_n$)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6 – 10</th>
<th>11 – 20</th>
<th>21 – 40</th>
<th>40 – 70</th>
<th>&gt; 70</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>2.62±1.54</td>
<td>0.22±0.42</td>
<td>0.12±0.33</td>
<td>0.02±0.15</td>
<td>0.01±0.10</td>
<td>0.02±0.15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2.5</td>
<td></td>
<td>3.33±1.89</td>
<td>0.29±0.54</td>
<td>0.11±0.31</td>
<td>0.04±0.21</td>
<td>0.04±0.21</td>
<td>0.03±0.18</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>4.34±2.74</td>
<td>0.58±0.79</td>
<td>0.16±0.36</td>
<td>0.09±0.28</td>
<td>0.09±0.28</td>
<td>0.10±0.30</td>
<td>0.07±0.25</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7.5</td>
<td></td>
<td>5.69±3.26</td>
<td>0.52±0.62</td>
<td>0.25±0.46</td>
<td>0.09±0.29</td>
<td>0.09±0.29</td>
<td>0.18±0.39</td>
<td>0.17±0.38</td>
<td>0.03±0.18</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>6.40±2.80</td>
<td>0.40±0.63</td>
<td>0.26±0.59</td>
<td>0.18±0.38</td>
<td>0.16±0.50</td>
<td>0.34±0.51</td>
<td>0.10±0.30</td>
<td>0.10±0.30</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>8.18±4.28</td>
<td>0.78±0.99</td>
<td>0.20±0.40</td>
<td>0.09±0.28</td>
<td>0.20±0.45</td>
<td>0.31±0.46</td>
<td>0.29±0.45</td>
<td>0.22±0.42</td>
<td>0.02±0.15</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>11.71±5.26</td>
<td>1.17±1.14</td>
<td>0.38±0.48</td>
<td>0.23±0.47</td>
<td>0.08±0.28</td>
<td>0.38±0.48</td>
<td>0.44±0.50</td>
<td>0.17±0.37</td>
<td>0.06±0.24</td>
<td>0</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td>15.06±5.58</td>
<td>1.52±1.13</td>
<td>0.39±0.61</td>
<td>0.35±0.54</td>
<td>0.19±0.47</td>
<td>0.52±0.56</td>
<td>0.71±0.45</td>
<td>0.35±0.48</td>
<td>0.06±0.25</td>
<td>0</td>
</tr>
<tr>
<td>40</td>
<td></td>
<td>18.79±7.50</td>
<td>1.69±1.52</td>
<td>0.71±0.79</td>
<td>0.31±0.55</td>
<td>0.21±0.45</td>
<td>0.75±0.60</td>
<td>0.77±0.47</td>
<td>0.40±0.49</td>
<td>0.17±0.37</td>
<td>0.02±0.14</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$E_p$ (keV)</th>
<th>Size of vacancy clusters, n ($S_n + S_e$)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6 – 10</th>
<th>11 – 20</th>
<th>21 – 40</th>
<th>40 – 70</th>
<th>&gt; 70</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>2.04±1.14</td>
<td>0.26±0.49</td>
<td>0.15±0.35</td>
<td>0.02±0.15</td>
<td>0.01±0.11</td>
<td>0.02±0.15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2.5</td>
<td></td>
<td>2.83±1.78</td>
<td>0.40±0.59</td>
<td>0.13±0.34</td>
<td>0.03±0.18</td>
<td>0.02±0.15</td>
<td>0.04±0.21</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>4.04±2.38</td>
<td>0.40±0.61</td>
<td>0.14±0.35</td>
<td>0.10±0.30</td>
<td>0.06±0.23</td>
<td>0.26±0.44</td>
<td>0.01±0.10</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7.5</td>
<td></td>
<td>4.90±3.12</td>
<td>0.62±0.73</td>
<td>0.24±0.45</td>
<td>0.10±0.30</td>
<td>0.06±0.28</td>
<td>0.18±0.42</td>
<td>0.07±0.25</td>
<td>0.01±0.11</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>5.94±3.25</td>
<td>0.74±0.91</td>
<td>0.19±0.43</td>
<td>0.16±0.37</td>
<td>0.10±0.30</td>
<td>0.22±0.45</td>
<td>0.16±0.37</td>
<td>0.03±0.17</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>7.94±4.37</td>
<td>0.62±0.78</td>
<td>0.26±0.53</td>
<td>0.13±0.41</td>
<td>0.09±0.28</td>
<td>0.35±0.51</td>
<td>0.28±0.45</td>
<td>0.10±0.30</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>9.06±5.10</td>
<td>0.93±0.99</td>
<td>0.37±0.62</td>
<td>0.26±0.58</td>
<td>0.12±0.36</td>
<td>0.31±0.46</td>
<td>0.34±0.47</td>
<td>0.15±0.35</td>
<td>0.03±0.17</td>
<td>0</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td>15.01±6.03</td>
<td>1.61±1.29</td>
<td>0.46±0.76</td>
<td>0.25±0.56</td>
<td>0.13±0.38</td>
<td>0.49±0.56</td>
<td>0.52±0.53</td>
<td>0.22±0.42</td>
<td>0.10±0.31</td>
<td>0</td>
</tr>
<tr>
<td>40</td>
<td></td>
<td>18.70±8.83</td>
<td>1.97±1.79</td>
<td>0.52±0.79</td>
<td>0.48±0.65</td>
<td>0.32±0.58</td>
<td>0.57±0.58</td>
<td>0.39±0.49</td>
<td>0.35±0.48</td>
<td>0.20±0.40</td>
<td>0</td>
</tr>
</tbody>
</table>
4.2.4 Defect cluster morphologies

Representative interstitial and vacancy clusters observed to form in-cascade were annealed at 600 K for 50 ps to investigate whether they would form more stable cluster morphologies. Interestingly, this annealing cycle was sufficient to directly collapse an 85-vacancy cluster into a dislocation loop geometry on a corrugated type-1 (1100) prism plane (Fig. 4-7). Basal plane projections demonstrate this structure at the bottom of the loop (Fig. 4-7(b)) and on adjacent basal planes near the center of the loop Fig. 4-7(c,d). The condensation of vacancies onto a corrugated prism plane causes the surrounding atomic planes to collapse and produce a prismatic stacking fault [82]. At larger sizes and longer time scales, it is expected that this structure will un-fault to form the perfect prismatic a-loop that is prevalent in irradiated α-Zr [13, 16]. Basal-plane vacancy structures were not observed to form in-cascade in this study. The large vacancy clusters produced in-cascade are all prismatic in nature, although annealing at temperature is necessary for the clusters to condense into planar geometries. All vacancy clusters and monovacancies are immobile at 600 K.

Single interstitials occupied octahedral sites, as predicted by the M07 potential [70], while small clusters tended to consist of parallel basal crowdions. These single interstitials and small basal crowdion clusters were highly mobile at 600 K, which is unsurprising considering the low in-plane migration energy of 0.06 eV reported for SIA diffusion [48]. However, larger clusters formed in metastable configurations consisted of a mix of crowdions and split interstitials. Annealing for 50 ps at 600 K was not sufficient for these clusters to re-orient into stable cluster configurations; larger clusters were entirely immobile throughout the 50 ps duration. Fig. 4-8(b) and Fig. 4-8(c) highlight interstitial positions in green for a 48-interstitial and a 15-interstitial cluster, respectively. The M07 potential predicts that these larger clusters form in columnar configurations rather than dislocation loop geometries. It is unclear whether or not the stability of this metastable interstitial cluster is a peculiarity of the M07 potential, which predicts the octahedral configuration rather than the expected basal octahedral configuration for single SIAs [70, 75]. Much longer annealing times or growth by interstitial capture may be necessary for these large clusters to adopt stable, mobile cluster configurations.

4.3 Conclusions

Defect production characteristics are analyzed for displacement cascades with PKA energies up to 40 keV in α-Zr under two conditions in the LAMMPS molecular dynamics code: 1) nuclear stopping only ($S_n$) and 2) simultaneous nuclear and electronic stopping ($S_n + S_e$). Electronic stopping is incorporated as a drag force that acts against energetic atoms with a strength proportional to the energy-dependent electronic stopping power in α-Zr. This drag
**Fig. 4-7.** Visualization of an 85-vacancy cluster that collapsed into a dislocation loop geometry on a corrugated type I prismatic plane \{\{1\overline{1}00\}\} following a 50 ps anneal at 600K. The full loop is shown in the OVITO software in a); basal plane projections are shown in b), c), and d). [9]

**Fig. 4-8.** (a) OVITO visualization of the defects produced by a 40 keV PKA (where interstitials and vacancies are represented as black and red spheres, respectively). A particular emphasis is placed on the morphology of a large 48-interstitial cluster (b) and a smaller 15-interstitial cluster (c) where interstitial positions are highlighted in green. These large interstitial clusters consist of parallel crowdion or split interstitials with prismatic character. [9]
force is implemented with the intrinsic “fix electron/stopping” command in LAMMPS and represents an alternative to the traditional method of subtracting the expected total electronic losses from the original PKA energy (i.e. using the nuclear damage energy).

The general trends of defect production as a function of PKA energy are consistent with typical cascade characteristics: the surviving number of Frenkel pairs obeys a power-law dependence of the form \( N_F = A \cdot E^m \) (with unique variables \( m \) and \( A \) in the low-energy and high-energy regimes, distinguished by the onset of subcascade formation), NRT survival fractions approach a value of \( \sim 20\% \) for high PKA energies, and defect clustering increases with PKA energy. All large interstitial and vacancy clusters were prismatic in nature (no basal clusters were observed). An 85-vacancy cluster directly collapsed onto a corrugated type-I (1I00) prism plane to directly form a prismatic-faulted dislocation loop after annealing for 50 ps at 600 K. Large interstitial clusters did not form stable configurations for the same annealing cycle; immobile, columnar configuration of parallel crowdions and split interstitials persisted throughout the annealing cycle.

An electronic drag force was found to reduce the maximum number of defects produced during the displacement cascade heat spike phase and resulted in an approximate 10 to 20\% reduction in surviving Frenkel pairs. Defect clustering is slightly reduced with electronic stopping. The equivalent nuclear damage energies that were calculated based on the defect production observed through LAMMPS simulations were comparable to the SRIM-predicted energies when using the full-cascade option. In contrast, the LSS theory (and, therefore, the quick TRIM calculation option in SRIM) predicts more substantial energy losses to ionization. Overall, the intrinsic “fix electron/stopping” command in LAMMPS offers a user-friendly and effective means to incorporate simultaneous electronic stopping effects in MD displacement cascade simulations.

### 4.4 Implementation of results in the CD model

With the data collected in this chapter, we can explicitly quantify the total number of point defects and defect clusters produced by PKAs with energies between 1 and 40 keV while taking into account electronic stopping impacts. PKAs with energies greater than 40 keV are a relatively rare occurrence, but the defect production from these events can be estimated based on lower PKA energy data. Cascades produced by PKAs with greater than \( \sim 10-20 \) keV are characterized by subcascade formation [12] and the defect production from these events is equivalent to the production from several lower-energy cascades. The method to calculate volumetric defect generation rates for implementation into our CD model was outlined in detail in Section 2.1.1. In summary, the number of displacement cascades per unit time per unit volume, \( \phi(E) \), is known for each possible PKA energy based on a typical neutron flux in a PWR (Fig. 2-1). In this chapter, MD simulations have provided a tabulated database for the number of defects produced per displacement cascade of a given PKA energy, \( N_i(E) \), (Table 4-4 and Table 4-5). Using Eq. (2-2) to sum up the contributions from all PKA energies along the possible energy spectrum, the calculated volumetric defect
source terms are plotted in Fig. 4-9. For these calculations, we considered the tabulated data that included electronic stopping effects, which tend to account for a 10-20 % reduction in the total produced defects, as previously shown in Fig. 4-3.
Fig. 4-9. Volumetric defect generation rates, $g_i'$, calculated with Eq. (2-2) based on a typical PWR PKA energy spectrum (Fig. 2-1) and tabulated data for defect production from displacement cascades (Table 4-4 and Table 4-5).
Chapter Five:

Defect Cluster Configurations and Mobilities

The work in this chapter has been previously published in the Journal of Nuclear Materials by myself, Jose March-Rico, as the first author. The article titled, “Defect cluster configurations and mobilities in α-Zr: A comparison of the BMD19 and M07 interatomic potentials” was co-authored with Brian D. Wirth [159]. My role as first author included: research conceptualization, methodology development, results validation, formal analysis of the data, visualization, as well as writing the original and revised drafts. The article has been modified to include the addendum of Section 5.6, which describes the implementation of the results described in this chapter into the CD model.

Within each displacement cascade event, many of the newly-generated defects will cluster or recombine, and the resultant damage state is a wide distribution of varying defect sizes, as seen in Chapter Four of this dissertation. The subsequent diffusional transport of defects within the lattice promotes interactions with existing microstructure that lead to defect accumulation or elimination. Over time this can cause a range of consequences such as low temperature hardening [160], high-temperature irradiation creep [161], and breakaway irradiation growth [4]. It is imperative, then, to develop a mechanistic understanding of mobile defect configurations and their transport within the anisotropic α-Zr lattice.

Molecular statics calculations are one of the only tools capable of assessing preferred configurations of large defect clusters such as dislocation loops or voids. One of the main drawbacks of these calculations, however, is the accuracy of the selected interatomic potentials. For example, the A95 and M07 Zr-Zr potentials both predict that voids offer the lowest energy configuration for extended vacancy defects [81] despite the fact that voids are rarely observed in irradiated Zr [13, 32]. It is expected that more modern potentials, such as the recently published BMD19 potential [78], may offer significant improvements to modeling accuracy, although no data yet exists to confirm this fact. Considering defect mobility in α-Zr, reports in literature are broadly available for point defect migration and their anisotropy [47-49], but data is lacking for defect cluster diffusion beyond a few small SIA clusters [48, 80].

The goal of this work is to compare the preferred defect configurations and their mobilities as predicted by the M07 #3 potential with the recently-published BMD19 potential. An extensive database of migration energies and diffusivities is lacking for the M07 potential and this topic has not yet been investigated with the BMD19 potential. In order to adequately implement defect mobility into a CD model, the diffusivities within the basal
plane and along the c-axis must be able to be calculated for any temperature for all mobile defects. This diffusivity data will be tabulated and the impact of defect anisotropy will be discussed in the framework of the breakaway irradiation growth phenomenon.

### 5.1 Modeling Method

MD simulations were performed as implemented in the Large-Scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) [157]. A comparison is drawn between potentials published in 2007 by Mendelev and Ackland (referred to as M07 #2 and M07 #3) [70] and a potential published in 2020 by Wimmer et al. (BMD19.1, referred to simply as “BMD19”) [78]. The M07 #3 potential predicts stacking fault energies and point defect properties with greater accuracy than the potential previously published by Ackland et al. in 1995 [69]. The M07 #3 is recommended over the M07 #2 potential for the study of pure hcp zirconium while the latter better describes the hcp to bcc phase-transition and liquid-structure data [70]. As such, the M07 #3 potential has been the preferred choice for a multitude of computational studies concerning radiation effects in α-zirconium [9, 12, 21, 31, 61, 73, 74, 84, 162]. However, it must be noted that the M07 #3 potential is inadequate for the simulation of small vacancy cluster binding energies, while the #2 potential provides greater agreement with ab initio calculations [37]. There are fewer differences between the BMD19.1 and BMD19.2 potentials [78]; the BMD19.1 potential is based entirely on a DFT training set using the PBE exchange-correlation function while the BMD19.2 potential is slightly modified to match experimental values of α-zirconium density at room temperature (a difference of ~1.4%). As such, only the BMD19.1 potential, simply referred to as “BMD19”, is considered here. The BMD19 potential offers a superior representation of point defect properties (such as predicting a stable BO SIA configuration in agreement with modern ab initio calculations [75]) at the cost of a considerable underestimation of basal SFEs. When considering vacancy cluster configurations, we compare results between the M07 #2, M07 #3, and BMD19 potentials; for SIA cluster simulations, we only consider the M07 #3 and BMD19 potentials.

All energy minimizations were performed with the Polak-Ribiere version of the conjugate gradient algorithm with a relative energy tolerance of 10^{-12} and a force tolerance of 10^{-12} (eV/Å). An energy-minimization was performed before and after defects are inserted into the simulation box. Due to the significant strain field imposed by SIA defects, these clusters did not require annealing to reach their equilibrium configurations. Periodic boundary conditions were implemented for all simulations. The USER-OMP and USER-INTEL acceleration packages were integrated into LAMMPS to minimize computational time. All atomic positions were observed in the OVITO software [158]. Defect structures were analyzed with the common neighbor analysis (CNA) [163] and dislocation extraction analysis (DXA) [164] methods.
5.1.1 Calculating preferred configurations for SIA and vacancy clusters

The M07 #3 and BMD19 potentials predict that the O and BO configurations, respectively, are the most stable for single SIAs [70, 78]. Despite this, the M07 #3 predicts that SIA clusters with \( n \geq 2 \) had the largest binding energies when instead formed from planar arrangements of BC, rather than O, interstitials [80]. A similar preference for larger SIA clusters to form planar configurations of parallel BC SIAs on prism planes has been noted with the A95 potential [25, 79]. Thus, only planar configurations are considered for SIA clusters, and we consider BC interstitials in addition to O and BO interstitials.

Fig. 5-1 illustrates potential insertion sites for parallel BC, BO, and O SIAs. Considering the ABABAB stacking sequence of the hcp structure, both BO and O SIAs occupy similar “C” layer sites; the BO configuration lies within the basal plane \((z = 0)\) while the O configuration lies between two atomic layers \((z = 0.25)\). SIA clusters consisting of parallel BC interstitials are formed on first-order prism planes (denoted as “BC-PPI”). For example, a 7-SIA BC-PPI structure would consist of BC interstitials on sites 1, 2, and 3 in the A layer \((z = 0)\), with two additional BC interstitials on equivalent 1’ and 2’ sites on the two adjacent B-layer basal planes \((z = 0.5 \text{ and } z = -0.5)\). This algorithm is expanded for clusters with \( n \geq 19 \) defects by placing BC interstitials in a cylindrical region of radius R to approximate dislocation loop geometries on PPI \(\{1\overline{1}00\}\) habit planes. Clusters of BO and O SIAs are formed by the same method except using the BO and O sites as references; these clusters are denoted “BO-PPI” and “O-PPI”. The final SIA cluster configuration consists of interstitials contained entirely within a single basal plane, denoted as the “BP configuration”. For example, a 3-BP configuration would consist of BO interstitials initially placed on sites 1, 2, and 4 in Fig. 5-1(b) and then energy minimized to adopt an equilibrium configuration. The final structure is relatively insensitive to the initial placement and configuration of SIAs (i.e. BC vs BO). Due to the significant strain field imposed by SIA defects, these clusters did not require annealing to reach their equilibrium configurations.

Both the A95 and M07 potentials predict that spherical cavities are the lowest energy configuration for extended vacancy clusters, rather than the dislocation loop geometries that vacancies are known to adopt in irradiated \(\alpha\)-zirconium [13, 34, 37, 81, 165]. In order to compare this behavior with the BMD19 potential, three configurations of vacancy clusters are considered: planar clusters with PPI habit planes (\(a\)-loops), planar clusters with basal habit planes (\(c\)-loops), and spherical voids. These are denoted as “PPI”, “Basal”, and “Volume” respectively. PPI clusters are formed by removing a corrugated double-layer of PPI planes from a cylindrical region of radius R while basal clusters are formed by removing a single basal plane from a cylindrical region of radius R, and thus corresponds to a faulted Burgers vector. At small sizes, the “Volume” clusters form 3-dimensional vacancy shapes (as described by N de Diego et al. in Fig. 8 of Ref. [80]). Larger “Volume” clusters with \( n \geq 19 \) are formed by removing material within a sphere of radius R to form a faceted spherical cavity. Small vacancy clusters \((n < 19)\) were investigated through molecular statics calculations at 0 K only, while larger clusters were annealed at 600 K for 500 ps utilizing a constant atom, pressure, and temperature (NPT) ensemble to achieve equilibrium configurations. Following
Fig. 5-1. Schematic of (0001) basal plane projections in hcp α-zirconium; dark spheres indicate zirconium atoms in an A-layer while light spheres indicate atom positions on an adjacent B-layer. Potential insertion sites are illustrated with dashed red circles for a) basal crowdion (BC) SIAs within the A-layer and b) basal octahedral (BO) within the A-layer or octahedral (O) SIAs between the A and B layers. [159]
the anneal, the box was again energy-minimized to determine the energetics of the system. It is worth noting that these 0K minimizations do not include temperature-dependent vibrational effects which may otherwise alter the entropy and enthalpy of formation at elevated temperatures. For example, incorporating vibrational effects in \textit{ab initio} calculations has demonstrated a linear temperature dependence of the formation entropy of vacancy defects in aluminum and copper \cite{166} and may affect the relative stability of interstitial insertion sites for impurities such as hydrogen in zirconium \cite{19}.

The formation energies of SIA clusters of size \( n \) are calculated with Eq. (5-1), where \( E(N + n) \) is the total energy of the simulation box containing \( N \) zirconium atoms and the \( n \)-sized cluster, \( E(N) \) is the total energy of the box containing \( N \) zirconium atoms, and \( E_{Zr}^{coh} \) is the cohesive energy of a single zirconium atom (-6.432, -6.469, and -6.635 eV/atom for the BMD19, M07 \#2, and M07 \#3 potentials, respectively). The formation energies of vacancy clusters are determined by a similar expression (Eq. (5-2)).

\[
E_f^I(n) = E(N + n) - (E(N) + n \cdot E_{Zr}^{coh}) \tag{5-1}
\]
\[
E_f^V(n) = (E(N - n) + n \cdot E_{Zr}^{coh}) - E(N) \tag{5-2}
\]

The total binding energy per defect in a cluster may then be calculated by Eq. (5-3), where \( \alpha = I \) or \( V \) for interstitial or vacancy clusters and \( E_f^\alpha(1) \) is the formation energy of a single point defect. For single vacancies, this value is 2.03, 2.31, and 1.76 eV for the BMD19, M07 \#2, and M07 \#3, respectively. For single interstitials, this value is 2.94 and 2.88 eV for the BO and O interstitials as reference states for the BMD19 and M07 \#3 potentials.

\[
E_b^\alpha(n)/n = E_f^\alpha(1) - E_f^\alpha(n)/n \tag{5-3}
\]

All simulations regarding preferred defect configurations utilized orthogonal simulation boxes. For defects containing \( 1 \leq n \leq 13 \) SIAs or vacancies, the box size was 77.6 Å x 78.4 Å x 41.3 Å (10,752 atoms). Defects with \( n \geq 19 \) are generated within a cylindrical region of radius \( R \) for prismatic or basal loops, while spherical voids are created within a sphere of radius \( R \). In this case, the simulation box size is approximately 12R x 12R x 12R. Thus, defect clusters ranging from sizes of \( n = 19 \) (\( R = 6.5 \) Å) to \( n = \sim 950 \) (\( R = 50 \) Å) are also considered in this investigation with box sizes ranging from approximately 78 Å x 78 Å x 78 Å (274,176 atoms) to 600 Å x 600 Å x 600 Å (15,162,336 atoms).

\subsection{5.1.2 Calculating defect cluster mobilities}

The mobilities of SIA and vacancy clusters containing between \( n = 1 \) and \( n = \sim 333 \) defects were investigated with the initial configurations listed in Table 5-1. All clusters are simulated with both the BMD19 and M07 \#3 potentials; additionally, small vacancy clusters
Table 5-1. Simulation parameters for the calculation of SIA and vacancy cluster mobilities. The box dimensions and the defect size along the a-axis, $d^a$, and along the c-axis, $d^c$, are given in terms of the lattice parameter $a = 3.232 \, \text{Å}$. [159]

<table>
<thead>
<tr>
<th>Cluster Size ($n$)</th>
<th>Structure</th>
<th>$d^a_{\text{SIA}}$</th>
<th>$d^c_{\text{SIA}}$</th>
<th>Simulation Box Dimensions</th>
<th>Number of Atoms</th>
<th>Simulation Time (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>3a</td>
<td>2a</td>
<td>16a x 17a x 13a</td>
<td>5,120</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>BP Configuration</td>
<td>4a</td>
<td>2a</td>
<td>16a x 17a x 13a</td>
<td>5,120</td>
<td>50</td>
</tr>
<tr>
<td>3</td>
<td>BP Configuration</td>
<td>5a</td>
<td>3a</td>
<td>16a x 17a x 13a</td>
<td>5,120</td>
<td>50</td>
</tr>
<tr>
<td>4</td>
<td>BP Configuration</td>
<td>5a</td>
<td>3a</td>
<td>16a x 17a x 13a</td>
<td>5,120</td>
<td>50</td>
</tr>
<tr>
<td>5</td>
<td>BP Configuration</td>
<td>5a</td>
<td>3a</td>
<td>16a x 17a x 13a</td>
<td>5,120</td>
<td>50</td>
</tr>
<tr>
<td>9</td>
<td>BC-PPI</td>
<td>6a</td>
<td>5a</td>
<td>22a x 24a x 13a</td>
<td>9,856</td>
<td>50</td>
</tr>
<tr>
<td>19</td>
<td>BC-PPI</td>
<td>12a</td>
<td>9a</td>
<td>28a x 31a x 19a</td>
<td>24,192</td>
<td>25</td>
</tr>
<tr>
<td>55</td>
<td>BC-PPI</td>
<td>15a</td>
<td>12a</td>
<td>38a x 38a x 22a</td>
<td>46,816</td>
<td>25</td>
</tr>
<tr>
<td>91</td>
<td>BC-PPI</td>
<td>19a</td>
<td>14a</td>
<td>48a x 48a x 26a</td>
<td>86,016</td>
<td>25</td>
</tr>
<tr>
<td>151</td>
<td>BC-PPI</td>
<td>22a</td>
<td>16a</td>
<td>56a x 56a x 32a</td>
<td>152,320</td>
<td>25</td>
</tr>
<tr>
<td>333</td>
<td>BC-PPI</td>
<td>35a</td>
<td>23a</td>
<td>76a x 76a x 48a</td>
<td>401,280</td>
<td>15</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cluster Size ($n$)</th>
<th>Structure</th>
<th>$d^a_{\text{VAC}}$</th>
<th>$d^c_{\text{VAC}}$</th>
<th>Simulation Box Dimensions</th>
<th>Number of Atoms</th>
<th>Simulation Time (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>2a</td>
<td>2a</td>
<td>16a x 17a x 13a</td>
<td>5,120</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>Basal</td>
<td>2a</td>
<td>2a</td>
<td>16a x 17a x 13a</td>
<td>5,120</td>
<td>50</td>
</tr>
<tr>
<td>3</td>
<td>Volume</td>
<td>2a</td>
<td>2a</td>
<td>16a x 17a x 13a</td>
<td>5,120</td>
<td>50</td>
</tr>
<tr>
<td>4</td>
<td>Volume</td>
<td>4a</td>
<td>4a</td>
<td>16a x 17a x 13a</td>
<td>5,120</td>
<td>50</td>
</tr>
<tr>
<td>5</td>
<td>Volume</td>
<td>4a</td>
<td>4a</td>
<td>16a x 17a x 13a</td>
<td>5,120</td>
<td>50</td>
</tr>
<tr>
<td>9</td>
<td>PPI</td>
<td>5a</td>
<td>5a</td>
<td>16a x 17a x 13a</td>
<td>5,120</td>
<td>50</td>
</tr>
<tr>
<td>19</td>
<td>PPI</td>
<td>5a</td>
<td>5a</td>
<td>16a x 17a x 13a</td>
<td>5,120</td>
<td>50</td>
</tr>
<tr>
<td>55</td>
<td>PPI</td>
<td>6a</td>
<td>6a</td>
<td>24a x 24a x 16a</td>
<td>13,440</td>
<td>50</td>
</tr>
<tr>
<td>85</td>
<td>PPI</td>
<td>9a</td>
<td>9a</td>
<td>26a x 26a x 22a</td>
<td>23,296</td>
<td>50</td>
</tr>
<tr>
<td>121</td>
<td>PPI</td>
<td>13a</td>
<td>13a</td>
<td>32a x 32a x 26a</td>
<td>40,960</td>
<td>50</td>
</tr>
<tr>
<td>337</td>
<td>PPI</td>
<td>19a</td>
<td>19a</td>
<td>48a x 48a x 38a</td>
<td>129,024</td>
<td>25</td>
</tr>
</tbody>
</table>
(n < 19) are simulated with the M07 #2 potential, which provides a better description of vacancy cluster binding energies [37]. The calculation of defect cluster mobilities requires considerable simulation times and, therefore, smaller simulation box sizes are necessary to minimize the computational load. Osetsky et al. quantified the effect of the simulated crystal lattice size on the jump frequency of a 19-SIA cluster in Fe in Ref. [93] and recommended that the crystal lattice size should be at least twice the size of the cluster along its Burgers vector direction. The cluster size, \(d_{\text{SIA}}\), is defined as the length at which the change in the interatomic spacing approaches half of the maximum value [93]. Using this criteria, the size of each defect cluster along the a-axis and c-axis has been provided in Table 5-1 along with the simulation box dimensions given in terms of the lattice parameter, a (~3.23 Å).

The LAMMPS compute style, “voronoi/atom”, was implemented with the “occupation” keyword to track individual SIAs and vacancies during the MD simulations. When first evoked, “compute voronoi/atom occupation” calculates the Voronoi tessellation of all atoms in the simulation box. By comparing the number of atoms in each Voronoi volume throughout the simulation, point defects can be identified and their positions monitored as a function of simulation time. Following the method first described by Guinan et al., the diffusion coefficient, \(D\), of a defect cluster at a given temperature can be related to the mean-squared displacement (MSD) of its center-of-mass [167]:

\[
\lim_{t \to \infty} \frac{(R(t) - R(0))^2}{2n_d t} = \frac{k_b T}{\gamma} = D \tag{5-4}
\]

where \(R(t)\) is the displacement of the defect cluster center-of-mass at time \(t\), \(n_d\) is the dimensionality of diffusion, \(k_b\) is the Boltzmann constant, \(T\) is the simulation temperature, and \(\gamma\) is a friction coefficient. The accuracy of the expression given in Eq. (5-4) relies on a few key assumptions. The diffusing species in question is assumed to migrate in a Brownian nature with random jumps from one equilibrium position to another. This approach has been successfully applied to the diffusion of point defects in α-zirconium [48], although errors may be present in the quantification of diffusion coefficients for larger defect clusters that exhibit correlated 1-D motion [25]. Furthermore, Eq. (5-4) is only relevant at long time scales for which the MSD grows linearly, rather than quadratically, with time:

\[
t \gg \tau_{\text{min}} = \frac{m}{\gamma} = \frac{mD}{k_b T} \tag{5-5}
\]

If these assumptions are met, the diffusion coefficient is expected to follow an Arrhenius behavior with temperature (Eq. (5-6)), although the literature contains discussion pertaining to a non-Arrhenius behavior of interstitial clusters in bcc metals [168].

\[
D(T) = D_0 e^{-\frac{E_m}{k_b T}} \tag{5-6}
\]
Defect migration was monitored for times ranging between 15 and 50 ns depending on the cluster size (Table 5-1). Each simulation was then decomposed into $N$ equal-length sub-trajectories with time lengths, $t_{\text{trajectory}} = 0.5, 1, 2, 3, 4,$ and $5$ ns; the squared-displacement is then time-averaged over all time intervals $[t_1, t_2]$ such that $t_2 - t_1 = t$. A diffusion coefficient is calculated with each averaged $\text{MSD}(t_{\text{trajectory}})$, and then the total ensemble average diffusion coefficient is calculated at each temperature. The maximum allowable simulation temperature is dictated by the melting temperature of the M07 #3 potential ($1363$ K) and the hcp-to-bcc transition temperature of the M07 #2 potential ($1233$ K). Therefore, the considered temperature range for SIA and vacancy clusters are $300$ K $\leq T \leq 1100$ K and $600$ K $\leq T \leq 1100$ K, respectively. For each simulation, the box containing the defect cluster was first thermally equilibrated for $1$ ns using an NPT ensemble, and then migration data is collected over the total simulation time using an NVT ensemble (constant atom, volume, and temperature). The equations of motion were integrated with the velocity-Verlet algorithm and a fine timestep of $1$ fs. Defect positions were output every $500$ timesteps ($0.5$ ps) for analysis.

5.2 Results: Preferred Defect Cluster Configurations

5.2.1 Self-interstitial cluster configurations

The binding energy per defect as calculated by molecular statics simulations at $0$ K are presented for the BMD19 and M07 #3 potentials in Fig. 5-2(a) and Fig. 5-2(b), respectively. In agreement with N de Diego et al. [80], the M07 #3 potential predicts similar energies for various SIA cluster configurations at small sizes, with the highest binding energies exhibited by interstitials in the basal-plane (BP) configuration. Interestingly, the BMD19 potential also predicts that SIAs clusters with $n < 13$ will preferentially reside within a single basal plane. In contrast to the behavior of the M07 #3 potential, however, the BP configuration is clearly preferred to other configurations of SIAs for sizes $n < 13$. The BP configuration is described by N de Diego et al. as a “form of small platelets within a basal plane, inside which the ..ABABABAB.. basal stacking sequence is changed to ..ABABCAB..." [80]. In order to better visualize this concept, the structures of 3-BP and 5-BP configurations are plotted in Fig. 5-3(b) and Fig. 5-3(c) to compare with the perfect hcp $\alpha$-zirconium structure in Fig. 5-3(a). Compressive and tensile atomic stresses are indicated via a heatmap contour. The 3-BP configuration consists of $6$ atoms sharing $3$ lattice sites while the 5-BP configuration consists of $15$ atoms sharing $10$ lattice sites. The compressive stress field surrounding these triangular defects is symmetric within the basal plane containing the cluster and does not extend along the c-axis.

Both potentials predict that larger SIA clusters ($n > \sim 13$) approach perfect loop geometries consisting of parallel BC interstitials with a $\{10\bar{1}0\}$ PPI habit plane and a Burgers
Fig. 5-2. The binding energy per defect as calculated with molecular statics at 0 K for interstitial clusters simulated with the a) BMD19 and b) M07 #3 potentials. [159]

Fig. 5-3. Atomic structures are plotted for a) the perfect hcp \(\alpha\)-zirconium lattice, b) the BP configuration with \(n = 3\) defects, and c) the BP configuration with \(n = 5\) defects. Hydrostatic atomic pressure is indicated via a heatmap for which red corresponds to compressive stress and blue corresponds to tensile stress. [159]
vector of $\vec{b} = \frac{1}{3}(11\overline{2}0)$. These structures are identical to those described for interstitial a-loops in neutron-irradiated zirconium [13, 32]. We have used three separate techniques to analyze the structure of a 55-interstitial loop in Fig. 5-4: CNA to determine the local atomic structure (where grey and green atoms indicate unknown and FCC stacking, respectively), DXA to determine the character of the dislocation segments, and by directly plotting a (0001) basal plane projection to indicate the Burgers vector direction and glide cylinder near the center of the loop. It is clear that interstitial a-loops consist of disordered atomic structure at the loop periphery with a restored hcp crystallite at the center of the loop face. Although not plotted here, the interatomic spacing is compressed at the center of the loop face and gradually restores to that of bulk zirconium with increased normal distance from the loop, in agreement with the reported behavior in hcp $\alpha$-zirconium [79] and bcc-iron [91]. DXA reveals two dislocation segment types: perfect segments and dislocation partials characterized by $\vec{b} = \frac{1}{3}(11\overline{2}0)$ and $\vec{b} = \frac{1}{3}(1\overline{1}00)$, respectively. The latter are formed through the dissociation of the perfect dislocation into two Shockley partials bounding ribbons of basal intrinsic $l_2$ stacking faults at the top and bottom of the loop [86]:

$$\frac{1}{3}[11\overline{2}0] \rightarrow \frac{1}{3}[10\overline{1}0] + \frac{1}{3}[01\overline{1}0]$$

(5-7)

This analysis indicates two important characteristics of SIA configurations in $\alpha$-zirconium: 1) larger SIA clusters do not form as parallel arrangements of the most stable single SIA configuration and 2) small SIA clusters do not share the same configurations as large SIA clusters. These phenomena predicted by both the BMD19 and M07 #3 potentials are in contrast to the older A95 potential, for which single interstitials, small SIA clusters, and large SIA clusters all form based on the $<11\overline{2}0>$ crowdion configuration [25, 79]. This behavior is also in contrast to the configurations of SIA clusters in bcc-iron, which are all based on crowdion configurations [92, 93]. The implications of these unique basal-plane defect structures on the transport behavior of SIA defects in hcp $\alpha$-zirconium will be discussed and contrasted to those of isotropic materials in Section 5.3.1.

### 5.2.2 Vacancy cluster configurations

The stability of extended vacancy defects is of great interest to understanding the breakaway irradiation growth phenomenon, with particular interest being placed on the stability of faulted vacancy c-loops on basal planes and the existence of potential pre-cursor structures [21, 34, 38, 74, 84]. We first assessed the stability of single-layered versus double-layered vacancy clusters on basal, PPI, and PPII habit planes, as shown in Fig. 5-5. Considering basal clusters, the single-layered configuration results in the high-energy close contact of two adjacent “B” atomic layers in the ...ABABAB... hcp stacking. Nevertheless, it is quite clear that vacancies preferentially condense onto a single basal plane rather than form perfect c-loops through the removal of two atomic layers. Considering PPI and PPII clusters,
**Fig. 5-4.** The structure of a perfect loop consisting of 55 parallel BC interstitials with a \{10\overline{1}0\} PPI habit plane and a Burgers vector of $\vec{b} = \frac{1}{3} (1120)$ is visualized using: a) common-neighbor analysis, b) dislocation extraction analysis, and c) directly plotting the atomic structure in a (0001) basal plane projection through the center of the loop. [159]

**Fig. 5-5.** Molecular statics calculations of the formation energies per defects for single-layer (red curves) and double-layer (black curves) vacancy dislocation loops on basal, PPI, and PPII habit planes. Results are compared between a) the BMD19 potential and b) the M07 #3 potential. [159]
both interatomic potentials predict that corrugated double-layered structures are significantly lower in energy compared to single-layered configurations, as expected, due to the higher energy of the single-layer prismatic stacking fault [82]. Interestingly, Fig. 5-5 indicates that prismatic vacancy loops are similar in energy regardless of whether or not they initially form on PPI or PPII planes (consistent with the fact that vacancy a-loops are known to have habit planes ranging from PPI to PPII [17]). Based on this analysis, the only dislocation loop geometries that we consider for the remainder of this investigation are single-layered basal-plane loops and corrugated double-layered PPII loops.

Varvenne and co-workers have demonstrated that the M07 #3 potential does not accurately capture the binding energy of di-vacancies [37]. Therefore, in addition to calculations with the BMD19 and M07 #3 potential, we have also calculated vacancy cluster binding energies with the M07 #2 potential. The results of these calculations are given as the total binding energy per defect for basal, PPI, and volume vacancy configurations in Fig. 5-6. It is clear that the M07 #3 potential underestimates vacancy cluster binding energies for clusters with \( n \leq 13 \), regardless of their configuration, when compared to the BMD19 and M07 #2 potentials. The binding energy per defect increases sharply for clusters with \( n \geq 19 \), although the magnitude of binding predicted by the M07 #3 potential remains the lowest of the three potentials. This is most likely attributable to the low single vacancy formation energy (1.76 eV) when compared to those of the BMD19 (2.03 eV) and M07 #2 (2.31 eV) potentials, which shifts the magnitude of the total binding energy (Eq. (5-3)).

Fig. 5-6(b) demonstrates that vacancy clusters in 3-dimensional volumes are clearly predicted as the preferred configuration for every cluster size by the M07 #2 and #3 potentials. On the other hand, the BMD19 potential predicts that basal and PPI configurations are preferable to the formation of spherical cavities (Fig. 5-6(b)), consistent with experimental observations of vacancy type loops in irradiated \( \alpha \)-zirconium. In particular, the M07 potentials predict that all small clusters will form 3-dimensional shapes while the BMD19 potential predicts favorable PPI cluster formation for clusters with \( 6 < n < 19 \) vacancies. This is a substantial difference from the M07 potentials, and is especially important considering that displacement cascades generate damage primarily in the form of monovacancies and clusters containing \( n \leq 20 \) vacancies [9-12]. While cascade data for the BMD19 potential is currently lacking, it is likely from the results of Fig. 5-6(a) that the small clusters produced via cascades would either directly form PPI configurations, or eventually cluster to form these configurations through the absorption of additional vacancies. This would be qualitatively consistent with the prevalence of prismatic vacancy a-loops (rather than basal c-loops) in irradiated zirconium at low-to-moderate fluences. Although, it should be noted that the localized “temperature” within the collision cascade core is expected to be significantly higher than the equilibrium temperature of the system, and this may affect the relative stability of the defects that form. There are two oddities predicted by the BMD19 potential for vacancy clusters with \( n \geq 55 \): 1) the basal configuration is energetically preferred for an \( n = 55 \) vacancy cluster and 2) PPI and basal configurations exhibit similar formation energies in the range of \( 151 < n < 939 \) vacancies. These oddities can be rationalized through a description of the vacancy cluster structures and the stacking fault energies predicted by the BMD19 potential.
**Fig. 5-6.** The binding energy per defect for vacancy clusters oriented on PPI and basal planes, as well as in 3-dimensional volumes. Results are compared between a) the BMD19 potential and b) the M07 #2 (red markers) and M07 #3 (black markers). [159]
In order to create a PPI vacancy a-loop, atoms are removed from a corrugated layer of PPI planes such that the \( \ldots \text{ABCDABCD} \ldots \) stacking along any \(<10\overline{1}0>\) direction becomes \( \ldots \text{ABCDCD} \ldots \) (a prismatic \{10\overline{1}0\}) fault. These faulted loops initially contain a Burgers vector of \( \vec{b} = \frac{1}{2}(1\overline{1}00) \) but unfault at larger sizes by a \( \frac{1}{6}(1\overline{2}10) \) shear of the fault plane to produce a perfect vacancy a-loop with Burgers vector \( \vec{b} = \frac{1}{2}(2\overline{1}10) \) [37]. Formation energy expressions parameterized on \textit{ab initio} calculations predict that the shearing of faulted to perfect vacancy a-loops should occur at a size of \( \sim 1,000 \) vacancies (\( R = 5.2 \text{ nm} \)). In MD simulations with an annealing cycle of 500 ps at 600 K, faulted vacancy a-loops shear to perfect loops at a critical size between \( 151 < n < 333 \) vacancies when using the M07 \#2 potential; conversely, a-loops remain faulted up to a size of 939 vacancies (\( R = 5 \text{ nm} \)) when annealing with the M07 \#3 potential. This is qualitatively consistent with the fact that the M07 \#2 and \#3 potentials overestimate and underestimate the prismatic \{10\overline{1}0\} fault energy, respectively [37]. When annealing with the BDM19 potential, vacancy a-loops unfault at a critical size between \( 55 < n < 151 \) vacancies. While the prismatic stacking fault energy has not yet been calculated with this potential, this observation indicates that the BMD19 potential overestimates the prismatic stacking fault energy. The preferential formation of a 55-vacancy basal configuration, rather than a prismatic a-loop, indicated in Fig. 5-6(a) may be a consequence of the overestimated prismatic stacking fault energy. The structure of a perfect vacancy a-loop with \( n = 151 \) vacancies has been analyzed with CNA, DXA, and by directly plotting the atomic positions in Fig. 5-7. For the most part, this structure is qualitatively identical to that of the 55-interstitial loop analyzed in Fig. 5-4 (refer to Section 5.2.1) with one exception: the vacancy loop does not have a pure edge orientation on a single \{10\overline{1}0\} habit plane (Fig. 5-7(c)). Rather, there is some angle of mismatch (tilt of the loop) from this pure-edge orientation; the magnitude of this angle is found to increase with loop size. This is consistent with the observation that vacancy a-loops have been characterized with habit planes ranging between PPI to PPII planes [17].

Of greater interest to the breakaway growth phenomenon, however, is the structure and stability of basal-plane vacancy defects. There has been recent discussion in the literature about the possibility that pyramidal structures consisting of faulted bases on (0001) planes and six side facets close to (10\overline{1}1) pyramidal planes may act as pre-cursors to faulted c-loop formation [84]; in fact, these structures have been observed to form during displacement cascades with the A95 potential [85]. We have investigated the formation of basal plane structures by removing a single-layer platelet within a basal plane and subsequently annealing at 600 K for 500 ps; the resultant structures as predicted by the BMD19 potential for 55-V, 151-V, and 333-V clusters are visually illustrated in Fig. 5-8 using CNA. For a 55-V cluster, a faulted pyramidal structure is directly formed during the annealing cycle. A similar structure is predicted by the M07 \#3 potential, although the object retains the BB atomic stacking structure in the basal plane rather than a basal extrinsic fault (due to the fact that the M07 \#3 potential inaccurately predicts that BB stacking is a local energy minimum rather than a maximum [37]). The BMD19 potential predicts that the 151-V and 333-V structures form a basal-extrinsic (E) faulted loop \( \vec{B}_E = \frac{1}{2}[0001] \) and a basa-
**Fig. 5-7.** The structure of a perfect loop consisting of 151 vacancies with a \{10\overline{1}0\} PPI habit plane and a Burgers vector of $\mathbf{b} = \frac{1}{3} \langle 11\overline{2}0 \rangle$ is visualized using: a) common-neighbor analysis, b) dislocation extraction analysis, and c) directly plotting the atomic structure in a (0001) basal plane projection through the center of the loop. [159]

**Fig. 5-8.** Common neighbor analysis (grey atoms are “unknown structure” and green atoms are FCC structure) was used to visualize basal-plane defects generated with the BMD19 potential. The equivalent atomic positions are plotted as a \{1\overline{2}10\} projection using the BMD19 and M07 potentials. [159]
intrinsic \((I_1)\) faulted loop \(\overline{b_{I_1}} = 1/6 \langle 20\bar{2}3 \rangle\), respectively. These two loop structures are surrounded by Frank partials with \(b_E^2 \approx \frac{2a^2}{3}\) and \(b_{I_1}^2 \approx a^2\) [86]. The basal E and I_1 faults change the second-neighbor stacking sequences of three planes and one plane, respectively; thus, a rough approximation follows that \(\gamma_E \approx 3\gamma_{I_1}\). Because \(b_E^2 < b_{I_1}^2\) and \(\gamma_E > \gamma_{I_1}\), the BDM19 predicts the expected behavior: basal E-faulted loops should form at small sizes for which the line energy dominates while basal I_1-faulted loops should form at large sizes for which the stacking fault energy dominates. This suggests that the nucleation and growth of faulted basal c-loops may take the following sequence:

1) Basal-E faulted pyramids may form directly from displacement cascades (see Ref. [85]), or from the growth of small basal platelets that initially contain BB stacking sequences.

2) Basal-E faulted pyramids grow by vacancy capture until they eventually collapse into a basal-E faulted loop.

3) Basal-E faulted loops grow by vacancy capture until they eventually transform into basal-I_1 faulted loops.

Specifically, the BMD19 potential indicates that basal-E faulted loops should become stable at a cluster size of 91-\(V\) \((R \sim 1.65\ \text{nm})\) and that basal-I_1 faulted loops should become stable at a cluster size of 240-\(V\) \((R \sim 2.6\ \text{nm})\). Naturally, the magnitude of these critical transformation radii should be considered cautiously due to the considerable underestimation of basal stacking fault energies by the BMD19 potential \((2.1\ \text{meV/Å}^2\) for the basal I_2-type fault compared to 13.8 meV/Å\(^2\) as computed with DFT) [78]. Qualitatively, this suggested growth pattern for c-loops is quite plausible. It should be noted that recent modeling efforts have predicted that a stability crossover between the faulted pyramidal structure and faulted c-loops would occur at a size of approximately 325 vacancies [84], however the authors considered only the energetics of a basal-I_1 loop in this comparison. MD simulations with the BMD19 potential suggest that the crossover in stability would likely occur at a smaller size through the transformation into a basal-E faulted loop instead.

The formation energies for vacancy a-loops, vacancy c-loops, spherical cavities, and interstitial a-loops are compared in Fig. 5-9 and fit to power-law expressions of the form given in Eq. (5-8). One obvious issue with the BMD19 potential is highlighted in Fig. 5-9(a): faulted vacancy c-loops are considered the lowest energy configuration for extended vacancy defects, a consequence of the underestimation of basal stacking fault energies [78]. On the other hand, the M07 #3 potential predicts that spherical cavities offer the lowest energy (Fig. 5-9(b)). Neither of these potentials accurately predict the expected thermodynamic preference for perfect prismatic a-loops [19]. While the BMD19 potential does offer several advantages over the M07 #3 potential for the simulation of irradiation defects, caution must be taken when considering the quantitative magnitude of basal c-loop formation energies.

\[ E_f(n) = AN^m \]  \(\text{(5-8)}\)
Fig. 5-9. The formation energies for interstitial a-loops, vacancy a-loops, vacancy c-loops, and spherical cavities are compared as predicted by a) the BMD19 potential and b) the M07 #3 potential. Power-law fits are provided for the formation energies as a function of the number of defects. [159]
5.3 Results: Point defect and defect cluster mobilities

5.3.1 Point defect mobility

The mobility characteristics and, particularly, the anisotropy of the diffusion of point defects was a critical component for the early modeling of irradiation growth strains in zirconium [40, 98, 99]. We first consider the anisotropy of diffusion of single SIAs in Fig. 5-10, which contrasts the diffusivities of single SIAs within the basal plane and perpendicular to the basal plane as predicted by the M07 #3 and BMD19 potentials. The effective migration energies for basal-plane and c-axis migration of the O interstitial simulated with the M07 #3 potential are similar (0.061 and 0.067 eV, respectively), although c-axis diffusion is lower in magnitude at all temperatures. When considering the BO interstitial simulated with the BMD19 potential, c-axis diffusion is characterized by a much larger migration energy than basal-plane diffusion (0.298 eV and 0.171 eV, respectively). Both the BO and the O interstitials migrate almost exclusively by indirect interstitial mechanisms. That is to say, these interstitials do not simply jump from one lower energy site to an adjacent low energy site. Rather, they migrate via the correlated motion of a neighboring lattice atom. For example, in-plane migration of a BO interstitial occurs via the concurrent migration of a neighboring lattice atom to an adjacent BO interstitial site at the same time that the original BO interstitial migrates to the now-vacant lattice site. This effectively results in the migration of the BO interstitial from one “C” site to another (basal-plane migration). For the case of the O interstitial, which initially resides between two atomic layers, similar correlated migration occurs with a lattice atom on one of the neighboring atomic planes. The lattice atom is effectively ejected to an adjacent O interstitial site while the original O interstitial replaces the lattice atom.

When considering monovacancy diffusion, both interatomic potentials are in close agreement with the expected migration behavior (Fig. 5-11). Vacancy diffusion is characterized by migration energies that are higher perpendicular to the basal plane than within the basal plane, indicating that migration should be anisotropic. In order to better conceptualize the degree of anisotropy, the ratio of diffusional anisotropies (AR) can be calculated as a function of the diffusion pre-factors, $D_0$, and migration energies, $E^m$, for basal-plane and c-axis diffusion. Taking the ratio of the temperature-dependent diffusivity expressions (Eq. (5-6)) results in the following estimate for the anisotropy ratio as a function of temperature:

$$AR = \frac{D_{basal}(T)}{D_c(T)} = \frac{D_{0basal}}{D_{0c}} * e^{\frac{-\left(\frac{E_{basal}}{k_BT}\right)}{k_BT}}$$

(5-9)

The anisotropy ratios calculated for both monovacancies and single SIAs are plotted in Fig. 5-12 for comparison; additionally, the ratios of the individual diffusivities from Fig. 5-10 and Fig. 5-11 are provided as data point markers. The diffusional anisotropy of the O
Fig. 5-10. The diffusivities of single SIAs are provided as a function of Tm/T as predicted by the M07 #3 (red curves) and BMD19 (black curves) interatomic potentials. The migration energies for diffusion within the basal plane and perpendicular to the basal plane are provided adjacent to the respective curves. [159]
Fig. 5-11. The diffusivities of single vacancies are provided as a function of Tm/T as predicted by a) the BMD19 and b) the M07 #3 interatomic potentials. [159]

Fig. 5-12. The anisotropy ratio of point defect diffusivities within the basal plane to the diffusivities perpendicular to the basal plane are provided as a function of temperature for the a) BMD19 and b) M07 #3 interatomic potentials. The markers are calculated by directly dividing the averaged diffusivities from the MD simulations. [159]
interstitial (M07 #3 potential, Fig. 5-12(b)) is relatively temperature-independent and generally lower than the vacancy diffusional anisotropy for temperatures less than 900 K. However, single SIAs are expected to occupy BO sites rather than O sites [75]. For the case of BO SIA diffusion with the BMD19 potential (Fig. 5-12(a)), single SIAs and monovacancies exhibit comparable anisotropy ratios at all temperatures. Migration is clearly preferred within the basal plane for both point defects. This is qualitatively different than the concept of a “diffusional anisotropy difference” between point defects that was originally postulated by C. H. Woo [40, 41, 46]. The behavior reported here also contradicts recent joint DFT and Monte Carlo simulations which indicated that vacancies migrate with a higher anisotropy ratio than the BO interstitial [49]. This discrepancy is likely related to the authors’ assumption that the BO interstitial migrates traditionally between low-energy interstitial sites. Conversely, our MD simulations indicate that BO SIA migration occurs through correlated movements between the BO interstitial and a neighboring lattice atom; this undoubtedly encourages basal-plane jumps preferentially to out-of-plane jumps.

5.3.2 Self-interstitial cluster mobility

Considering the fact that such a large fraction of generated damage is immediately clustered in displacement cascades, understanding the migration characteristics of these clusters is paramount to effectively modeling defect transport and cluster evolution. As discussed in Section 5.2.1, small SIA clusters are lowest in energy when they adopt configurations that lie entirely within a single basal plane (the BP configuration). We consider first the total diffusivities of these small SIA defects with \( n \leq 5 \) defects in Fig. 5-13(a) and Fig. 5-13(b) for the BMD19 and M07 #3 potentials, respectively. The diffusivity prefactors and migration energies were calculated with Eq. (5-6) and are summarized in Table 5-2 for all defect cluster sizes. Three values for \( D^0 \) and \( E_m \) are given for each cluster: the “total” value (calculated using the dimensionality \( n_d \) listed in Table 5-2 for each cluster size), the “basal” value corresponding to migration parallel to the basal plane \( (n = 2) \), and the “c” value corresponding to migration along the c-axis \( (n = 1) \).

Fig. 5-13(a) shows a very clear trend for small SIA cluster mobility as predicted by the BMD19 potential: as the cluster size increases, their mobilities decrease significantly and are characterized by increasingly larger migration energies. This behavior is in stark contrast with the migration behavior predicted by the older A95 zirconium potential for which migration energies were found to be roughly constant with cluster size [25]. While the A95 potential predicted that all SIA clusters consist of parallel BC interstitials, the BMD19 potential predicts that small SIA clusters will assume increasingly larger basal-plane configurations (Fig. 5-3). The ability of these clusters to perform coordinated jumps diminishes with size such that a 5-interstitial cluster was found to be entirely immobile even at a temperature of 600 K. Clusters with \( n > 2 \) were largely incapable of performing out-of-plane jumps at lower temperatures. The effect that this has on the anisotropy ratio of
Fig. 5-13. Defect cluster diffusivities are considered as a function of $T_m/T$ for small SIA defects ($1 \leq n \leq 5$) using a) the BMD19 and b) the M07 #3 potentials and large SIA defects ($n \geq 9$) are considered using the c) BMD19 and d) M07 #3 potentials. [159]
The table shows the diffusion pre-factors and migration energies for SIA clusters of various sizes. It includes data for basal and c-axis diffusion, as well as other factors that characterize total diffusion. The table is divided into two sections, one for BMD19 Potential and the other for M07 #3 Potential. Each section contains a table with clusters labeled by size, along with the corresponding diffusion pre-factors and migration energies.

### BMD19 Potential (SIA clusters)

<table>
<thead>
<tr>
<th>Cluster Size ((n_f))</th>
<th>(n_d)</th>
<th>(D_0) (cm(^2) s(^{-1}))</th>
<th>(E_m) (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(D_0^{total})</td>
<td>(D_0^{basat})</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>(2.8 \times 10^{-3})</td>
<td>(2.4 \times 10^{-3})</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>(2.4 \times 10^{-3})</td>
<td>(3.2 \times 10^{-3})</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>0.034</td>
<td>0.049</td>
</tr>
<tr>
<td>4</td>
<td>2 (basal)</td>
<td>0.51</td>
<td>0.51</td>
</tr>
<tr>
<td>5</td>
<td>2 (basal)</td>
<td>0.43</td>
<td>0.43</td>
</tr>
<tr>
<td>9</td>
<td>1 (a)</td>
<td>(2.2 \times 10^{-3})</td>
<td>–</td>
</tr>
<tr>
<td>19</td>
<td>1 (a)</td>
<td>(7.3 \times 10^{-4})</td>
<td>–</td>
</tr>
<tr>
<td>55</td>
<td>1 (a)</td>
<td>(3.9 \times 10^{-4})</td>
<td>–</td>
</tr>
<tr>
<td>85</td>
<td>1 (a)</td>
<td>(2.3 \times 10^{-4})</td>
<td>–</td>
</tr>
<tr>
<td>121</td>
<td>1 (a)</td>
<td>(1.9 \times 10^{-4})</td>
<td>–</td>
</tr>
<tr>
<td>337</td>
<td>1 (a)</td>
<td>(1.3 \times 10^{-4})</td>
<td>–</td>
</tr>
</tbody>
</table>

### M07 #3 Potential (SIA clusters)

<table>
<thead>
<tr>
<th>Cluster Size ((n_f))</th>
<th>(n_d)</th>
<th>(D_0) (cm(^2) s(^{-1}))</th>
<th>(E_m) (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(D_0^{total})</td>
<td>(D_0^{basat})</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>(7.3 \times 10^{-4})</td>
<td>(8.6 \times 10^{-4})</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>(1.0 \times 10^{-3})</td>
<td>(1.7 \times 10^{-3})</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>(1.4 \times 10^{-3})</td>
<td>(1.8 \times 10^{-3})</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>(3.7 \times 10^{-4})</td>
<td>(3.1 \times 10^{-4})</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>(6.7 \times 10^{-3})</td>
<td>(7.1 \times 10^{-3})</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>(3.9 \times 10^{-4})</td>
<td>(3.5 \times 10^{-4})</td>
</tr>
<tr>
<td>19</td>
<td>1 (a)</td>
<td>(4.3 \times 10^{-4})</td>
<td>–</td>
</tr>
<tr>
<td>55</td>
<td>1 (a)</td>
<td>(2.1 \times 10^{-4})</td>
<td>–</td>
</tr>
<tr>
<td>85</td>
<td>1 (a)</td>
<td>(3.2 \times 10^{-4})</td>
<td>–</td>
</tr>
<tr>
<td>121</td>
<td>1 (a)</td>
<td>(1.9 \times 10^{-4})</td>
<td>–</td>
</tr>
<tr>
<td>337</td>
<td>1 (a)</td>
<td>(1.1 \times 10^{-4})</td>
<td>–</td>
</tr>
</tbody>
</table>
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diffusion is evident in Fig. 5-14(a). While a single BO interstitial was found to be almost equivalently anisotropic to a single vacancy, it is evident that SIA clusters are considerably more anisotropic and exhibit predominantly 2-D transport parallel to the basal plane.

Generally, the M07 #3 potential predicts that SIA clusters are more mobile and less anisotropic than predicted by the BMD19 potential (Fig. 5-13(b) and Fig. 5-14(b)). In fact, di-interstitials and tri-interstitials were found to be biased towards diffusion along the c-axis at low temperatures. This can be attributed to the greater stability of metastable configurations with the M07 #3 potential, as was indicated by the similar binding energies of various interstitial configurations presented in Fig. 5-2. SIA clusters consistently transform between the stable BP configuration and temporary metastable configurations, which results in migration patterns that vary between 2-D and 3-D motion. With increasing cluster size, the frequency of transformation to metastable configurations decreases, and the mobility of n = 4 and n = 5 clusters is therefore lowered with a corresponding affinity for basal-plane anisotropic migration. On the other hand, the BMD19 potential predicts enhanced stability of the BP configuration, and the diffusion of SIA clusters is therefore more sluggish and significantly anisotropic.

Larger SIA clusters prefer to form perfect dislocation loop geometries consisting of parallel BC interstitials. The migration characteristics shown in Fig. 5-13(c) and Fig. 5-13(d) are consistent between the two potentials: migration energies are roughly constant with increasing cluster size while the magnitude of the diffusivity (quantified by the diffusivity pre-factor) decreases with increasing size. The clusters migrate rapidly in 1-D along the direction of their Burgers vector, \( \mathbf{b} = 1/3 \langle 11 \bar{2}0 \rangle \); rotations of cluster orientations to equivalent directions were not observed to occur in the MD simulations at any temperature. This migration behavior is comparable to what was predicted by the previous A95 potential [25], in addition to potentials used to study cubic metals such as Fe and Cu [91-93, 108, 169, 170]. It should be noted that because all possible directions of 1-D glide are contained within the basal plane, the total mass transport of these clusters will be 2-dimensional.

Efforts to describe the 1-D motion of large SIA clusters and develop phenomenological expressions for the diffusivity pre-factors and migration energies have varied in the literature. Some approaches, such as those by N. de Diego et al. [25] and Ossetsky et al. [91-93], describe the motion of SIA clusters as essentially independent jumps of individual crowdions. This is an attractive framework for materials such as bcc iron that allows a direct correlation between the movement of SIA clusters with the migration characteristics of the single crowdion interstitial. On the other hand, approaches by Soneda and Diaz de la Rubia [171] and Marian et al. [169, 170] describe the motion of large clusters through a kink-pair nucleation and propagation model. Under this approach, the migration energy as a function of cluster size approaches an asymptotic value corresponding to the kink-pair nucleation energy (which is roughly constant for large dislocation loops) while the exponential pre-factor decreases monotonically with size as a consequence of the increasing cluster perimeter length, L [169]. For the case of anisotropic hcp zirconium, it is clear that neither of these traditional approaches will perfectly describe SIA cluster mobility as a continuous function of increasing size. Because small clusters prefer the BP configuration,
Fig. 5-14. Anisotropy ratios as calculated with Eq. (5-9) are plotted versus temperature for small SIA defects (n < 6) using the a) BMD19 and b) M07 #3 potentials. [159]
the migration energy and pre-factor values increase rapidly with cluster size. For example, an \( n = 5 \) SIA cluster is characterized by \( E_m = 0.87 \) eV and \( D_0 = 0.43 \) cm\(^2\) s\(^{-1}\) compared to the values of \( E_m = 0.19 \) eV and \( D_0 = 2.8 \times 10^{-3} \) cm\(^2\) s\(^{-1}\) for the single BO interstitial (Table 5-2). Larger clusters, on the other hand, follow the traditional behavior with roughly constant values of \( E_m \approx 0.05 \) eV and with diffusivities pre-factors that decrease monotonically with size.

As will be described in Section 5.3.3, large vacancy a-loops migrate in nearly an identical fashion to their equivalent interstitial a-loop counterparts. While the motion of large SIA clusters could conceivably be described as correlated jumps of crowdions, this would not be applicable for the motion of vacancy loops. For this reason, we prefer to quantitatively describe large SIA cluster motion through the kink-pair propagation model to provide consistency between the descriptions of vacancy and interstitial loop migration. For this analysis, we only consider clusters with \( n > 9 \) that begin to form dislocation loop character. The migration energies and diffusivity pre-factors can then be described by the following power laws as functions of cluster size:

\[
E_m^{SIA}(n) = \begin{cases} 
0.046 + \frac{0.61}{n^{1.1}}, & \text{BMD19, } n > 9 \\
0.22 + \frac{0.24}{n^{1.8}}, & \text{M07, } n > 9 
\end{cases}
\]

\[
D_0^{SIA}(n) = \begin{cases} 
6.6 \times 10^{-3} n^{-0.73}, & \text{BMD19, } n > 9 \\
1.9 \times 10^{-3} n^{-0.49}, & \text{M07, } n > 9 
\end{cases}
\]

5.3.3 Vacancy cluster mobility

We first analyze the mobility of small vacancy clusters by plotting their total diffusivity as a function of inverse temperature in Fig. 5-15(a). As was done for SIA clusters, the migration parameters are provided in Table 3 corresponding to total diffusion (using the specified \( n_d \)), basal-plane diffusion (\( n = 2 \)), and diffusion along the c-axis (\( n = 1 \)). Data could not be provided for small vacancy clusters using either the M07 #3 or M07 #2 interatomic potentials. When implementing the M07 #3 potential, vacancy clusters rapidly dissociate into single vacancies due to the uncharacteristically low predicted vacancy cluster binding energies. While the M07 #2 potential provides a better prediction of the stability of small vacancy clusters, these clusters were predicted to be immobile at all simulation temperatures. Conversely, the BMD19 potential predicted that small vacancies were not only stable at temperatures below \( \sim 1000 \) K, but also exhibited appreciable mobility. Migration characteristics of small vacancy clusters varied greatly depending on their specific configuration. For example, the di-vacancy (stable until \( \sim 800 \) K) diffuses more rapidly than a single vacancy; the tri-vacancy, on the other hand, is considerably more sluggish and is characterized by a large migration energy. The single vacancy, di-vacancy, and tri-vacancy...
Fig. 5-15. Total diffusivities are plotted as a function of $T_m/T$ for a) small vacancy clusters and b) large vacancy clusters. The data in these plots were collected with the BMD19 potential. [159]
all migrate in three dimensions. A 4-vacancy cluster, however, consists of two vacancies on each of two neighboring basal planes and exhibits almost exclusive two-dimensional migration within the basal plane. The atomic configuration on each of these two basal planes can be thought of as one atom sharing three lattice sites, and in-plane migration can occur rapidly through the correlated replacement of that atom with a neighboring lattice atom. On the other hand, a 5-vacancy cluster shares a similar structure, but with a fifth vacancy on a third basal plane. This configuration migrates rapidly in 1-D along the c-axis. These two cluster sizes are considered special cases, since vacancy clusters with \( n > 5 \) again migrate in three-dimensions.

The anisotropy ratios of diffusion are plotted in Fig. 5-16 for clusters with \( n < 7 \). Note that the \( n = 4 \) vacancy cluster data cannot be shown due to the large magnitude of its anisotropy ratio. In general, small vacancy clusters are characterized by low anisotropy ratios, indicating a preference for diffusion along the c-axis at low temperatures, and only moderately anisotropic migration behavior at higher temperatures. These clusters are also highly mobile and are capable of rapidly migrating to various sinks. It is notable that the diffusion of small vacancy clusters is considerably less anisotropic than the monovacancy, and therefore the clustering of these defects may play a critical role in microstructural evolution, particularly in the growth of basal-plane c-loops.

The total diffusivity as a function of inverse temperature for larger vacancy clusters (\( n \geq 9 \)) is plotted for the BMD19 potential in Fig. 5-15(b). It is clear that there are three size regimes when considering vacancy cluster migration characteristics: small vacancy clusters (\( n < 9 \)), medium vacancy clusters (\( 9 < n < \sim 151 \)), and large vacancy clusters (\( n \geq \sim 151 \)). While most small clusters were found to be quite mobile, medium-sized clusters are sluggish in comparison. We attempted to collect migration data for \( n = 36, n = 55, \) and \( n = 91 \) vacancy clusters, but the diffusion of these clusters were too sluggish to collect adequate data in 50 ns. It was initially surprising, then, to find that \( n = 151 \) and \( n = 333 \) vacancy clusters were highly mobile even at the lowest attempted simulation temperature of \( T = 700 \) K. In fact, the migration patterns and calculated parameters are nearly identical to SIA clusters of the same size. Large SIA and vacancy clusters both form similar perfect dislocation loop geometries with identical Burgers vectors of \( \vec{b} = \frac{1}{3} (11\bar{2}0) \). Vacancy a-loops containing \( n = 151 \) and \( n = 333 \) vacancies are characterized by migration energies of \( E_m = 0.071 \) eV and \( E_m = 0.053 \) eV, respectively (Table 5-3); in comparison, interstitial a-loops with \( n = 121 \) and \( n = 333 \) were characterized by migrations energies of \( E_m = 0.039 \) eV and \( E_m = 0.053 \) eV, respectively (Table 5-2). The diffusivity pre-factors were similarly comparable (only a factor of two lower for vacancy loops). This would therefore imply that interstitial and vacancy a-loops migrate via the same mechanism. Such a conclusion would give credibility to the concept that dislocation loops migrate primarily via a kink-pair propagation mechanism [169-172]. The migration energy, then, would be correlated to the kink-pair nucleation energy which would conceivably be comparable between interstitial and vacancy a-loops. In this model, the diffusivity pre-factor is correlated to the dislocation loop perimeter length (the distance necessary for a kink-pair to propagate), and the lower pre-factor magnitudes for vacancy a-loops could be partially correlated to their greater ellipticity factors. It is interesting that
Fig. 5-16. Anisotropy ratios as calculated with Eq. (5-9) are plotted versus temperature for small vacancy defects as predicted by the BMD19 potential. [159]
Table 5-3. Diffusivity pre-factors and migration energies are given to characterize total diffusion (using \( n = n_d \)), basal diffusion (\( n = 2 \)), and diffusion along the c-axis (\( n = 1 \)) for vacancy clusters of various sizes. [159]

<table>
<thead>
<tr>
<th>Cluster Size ((n_v))</th>
<th>( n_d )</th>
<th>( D_0 (\text{cm}^2 \text{s}^{-1}) )</th>
<th>( E_m (\text{eV}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( D_0^{\text{total}} )</td>
<td>( D_0^{\text{basal}} )</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>0.018</td>
<td>0.016</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0.011</td>
<td>0.027</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>2.5</td>
<td>0.49</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>1.2 \times 10^{-3}</td>
<td>2.5 \times 10^{-4}</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>4.1 \times 10^{-4}</td>
<td>0.20</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>2.2 \times 10^{-4}</td>
<td>3.2 \times 10^{-4}</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>0.18</td>
<td>0.15</td>
</tr>
<tr>
<td>19</td>
<td>3</td>
<td>2.6 \times 10^{-3}</td>
<td>4.1 \times 10^{-3}</td>
</tr>
<tr>
<td>36 - 91</td>
<td></td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>151</td>
<td>1 (a)</td>
<td>4.23 \times 10^{-5}</td>
<td>–</td>
</tr>
<tr>
<td>333</td>
<td>1 (a)</td>
<td>4.15 \times 10^{-5}</td>
<td>–</td>
</tr>
</tbody>
</table>
despite the high mobility of both interstitial and vacancy a-loops, these defects remain on the order of ~5nm with high number densities rather than approaching network dislocation densities [20]. It is possible that solute or impurity interaction with these dislocation loops could impede their mobilities and prevent rapid clustering.

5.4 Discussion: Implications for microstructural evolution in irradiated \( \alpha \)-zirconium

There are several key differences between BMD19 and M07 #3 potentials that are expected to affect predictions of defect cluster transport in irradiated \( \alpha \)-zirconium. Single SIAs and small SIA clusters exhibit an enhanced affinity for basal-plane configurations with the BMD19 potential. As such, the predicted diffusion of these defects with the BMD19 potential is considerably more anisotropic than the M07 #3 potential indicates. As a unique consequence of the hcp crystal structure, the migration behavior of all SIA clusters will result in almost exclusively 2-D mass transport in the zirconium bulk. Thus, the capture of SIA defects will be biased towards sinks oriented perpendicular to the \( \alpha \)-axes (such as prismatic \( \alpha \)-loops) rather than sinks along the \( c \)-axis (such as basal \( c \)-loops).

The M07 #3 potential predicts that small vacancy clusters are thermally unstable while the #2 potential indicates that they are stably bound but entirely immobile at all simulation temperatures. In contrast, the BMD19 potential predicts that small vacancy clusters are both stable and surprisingly mobile at temperatures below \( \sim 800 \) – \( 1000 \) K. The diffusional anisotropy ratios of these small vacancy clusters are low, indicating either quasi-isotropic migration, or preferential migration along the \( c \)-axis depending on the cluster configuration and temperature. These small vacancy clusters would thus either migrate to all sinks unbiasedly, or preferentially migrate towards sinks oriented perpendicular to the \( c \)-axis (such as basal \( c \)-loops). This observation could have profound implications for microstructural evolution and the role of defect cluster mobilities. While the anisotropy of monovacancies does not support the concept of a “diffusional anisotropy difference” between point defects, the difference between the anisotropies of SIA and vacancy cluster diffusion could instead support such a conclusion. If the predictions of the BMD19 potential are correct, then it is necessary to include defect cluster mobilities in any mesoscale approach to accurately model microstructural evolution under irradiation.

Another known issue with the M07 #3 potential is the fact that the high-energy BB stacking structure of basal vacancy platelets is considered a local energy minimum rather than a local energy maximum, resulting in the abnormal stability of the BB stacking fault [37]. This is evident when attempting to anneal basal platelets with the M07 #3 potential, as the BB stacking remains stable despite a 500 ps anneal at 600 K. Higher temperature annealing or the direct application of a shearing displacement are required in order to introduce a \( \text{I}_1 \) basal fault. Conversely, the BMD19 potential readily forms faulted basal structures during a 600 K anneal. It must be stressed again, however, that the formation energies of faulted basal loops must not be considered quantitatively accurate due to the uncharacteristically low
basal stacking fault energy of the BMD19 potential [78]. This has a few consequences: 1) the BMD19 potential should not be used to parameterize expressions for the formation energy of faulted c-loop defects and 2) caution must be taken when discussing the relative stability of prismatic and faulted basal vacancy defects when using this potential. Future interatomic potentials should maintain the stability of vacancy loop configurations relative to void formation in α-zirconium, but must also accurately predict basal stacking fault energies in order to capture the relative formation energy of perfect a-loops with respect to faulted c-loops.

The recent analysis by Christiaen et al. [84] indicated that c-loops may not form from the continuous aggregation of vacancies, but rather from the transformation of pyramidal pre-cursor structures above some critical size. Regardless of whether or not a c-loop forms directly through the absorption of vacancies or through the transformation of this pyramidal pre-cursor structure, the obvious question remains: why do c-loops become apparent at high fluence? MD simulations of displacement cascade events have clearly demonstrated that the most common forms of vacancy defects will be monovacancies and small vacancy clusters with \( n < 20 \) [9-12]. While the direct formation of larger clusters, such as pyramidal c-loop pre-cursors, is certainly possible with more energetic PKAs, their direct nucleation would still be considered a comparatively rare occurrence. The BMD19 potential demonstrates an energetic preference for prismatic PPI configurations for small vacancy clusters (Fig. 5-6). It is conceivable, then, that the growth of these small PPI vacancy clusters through the absorption of additional vacancies will eventually result in the formation of perfect prismatic a-loops, consistent with the abundance of these defects in low-fluence irradiated microstructure. If, alternatively, small basal-plane vacancy clusters directly form within a displacement cascade, they will initially consist of a high-energy BB stacking structure. This BB stacking might then act as a nucleation barrier for the formation of larger basal structures, such as pyramidal c-loop pre-cursors. It is possible that the high-fluence incubation period for the nucleation of c-loops is related to the fluence-dependent availability of solute such as Fe or Cr in the matrix to stabilize these high-energy defects, and allow their growth into pyramidal or c-loop structures [55].

Another explanation for the delay in c-loop growth may be related to the structure of the pyramidal pre-cursor itself. We have demonstrated that SIA clusters migrate preferentially within the basal plane while vacancy clusters migrate preferentially along the c-axis, or quasi-isotropically depending on the cluster size and temperature (Fig. 5-14 and Fig. 5-16). The implication of this observation is that the faulted pyramidal pre-cursor, which has six pyramidal-plane faces, would act as a biased sink for SIA cluster absorption rather than vacancy cluster absorption. This is in contrast to faulted basal c-loops, which are expected to act as biased sinks for vacancy cluster absorption. In this framework, the pyramidal pre-cursor structure may actually impede the nucleation of c-loops. Interestingly, the analysis of Christensen et al. demonstrated that hydrogen may in fact restrict the collapse of a basal platelet, and correspondingly, restrict the formation of basal stacking fault pyramids [66]. The un-collapsed basal platelet would then have a reduced cross-section for SIA capture, and one role of hydrogen may be to encourage the growth of planar c-loops, which have a greater bias for vacancy cluster absorption.
In systems without hydrogen, the high-fluence incubation period for c-loop nucleation may be related to the fluence-dependent ordering of vacancy a-loops on parallel basal sheets. Harte et al. have recently highlighted the fact that c-loop positions may be anti-correlated with a-loops within these ordered basal sheets [20]. While the authors hypothesized that a-loops may directly transform into vacancy c-loops, an alternate explanation could be related to SIA self-shielding. Because vacancy a-loops align along the basal-trace, any vacancy defect within this ordered basal sheet would have a reduced incoming flux of SIAs. Thus, it is possible that pyramidal pre-cursor structures, which normally would act as biased sinks for SIA defects, would then be able to grow and eventually transform into basal c-loops. The continued growth of c-loops may then result in the absorption of nearby vacancy a-loops as the c-loops grow to the order of 100 nm or larger. Because the formation energy per vacancy decreases with loop size, a single vacancy c-loop would have less energy than several prismatic a-loops. For example, consider the formation energy expressions of vacancy a-loops and c-loops given in Fig. 5-9(b) for the M07 #3 potential (which more accurately depicts basal stacking fault energies). A 5,000-vacancy c-loop would have a formation energy of \(~1747 \text{ eV}\) while five vacancy a-loops with 1,000 vacancies would have a collective formation energy of \(~2,097 \text{ eV}\). Thermodynamically, the system would reduce its energy by growing a single large c-loop rather than several small a-loops. Due to the faulted nature of c-loops, however, the energy of the stacking fault component increases as a function of R² and the energetic benefit of growing a larger c-loop would begin to diminish unless solute or impurities act to reduce their stacking fault energy [55]. Future research is required to determine the likelihood of these possible scenarios associated with the formation of vacancy c-loops.

5.5 Summary and Conclusions

Predictions of the preferred defect cluster configuration and diffusion behavior were assessed and compared between the M07 and BMD19 potentials. Both potentials indicated that small SIA clusters preferentially form configurations within a single basal plane. Conversely, large SIA clusters form perfect dislocation loops with PPI habit planes and a Burgers vector of \(\mathbf{b} = \frac{1}{3} (11\overline{2}0)\). For the case of vacancy clusters, both the M07 #2 and #3 potentials predict that 3-dimensional cavities, rather than planar structures, are the lowest energy configuration despite the known lack of void formation in irradiated zirconium. In contrast, the BMD19 potential predicts that PPI planar configurations are lowest in energy, consistent with the abundance of prismatic a-loops in low-fluence irradiated zirconium. Small basal defects are lowest in energy when they form a basal-extrinsic faulted pyramid configuration; above a size of \(~1.65 \text{ nm} \text{ (n > 91 vacancies)}\), faulted basal c-loops become the most stable configuration. It must be stressed, however, that the BMD19 potential considerably underpredicts basal stacking fault energies, and therefore artificially predicts lower formation energies for faulted basal c-loops. Caution should be taken when drawing quantitative conclusions concerning the stability of vacancy clusters, particularly relative to prismatic vacancy a-loops, when using this potential.
The diffusion of single vacancies and interstitials are equivalently anisotropic, with a clear preference for basal-plane diffusion, when implementing the BMD19 potential. Additionally, small SIA clusters are almost entirely restricted to diffusion within a single basal plane (2-D migration); migration energies increase monotonically with increasing cluster size between 2 < n < 9. The M07 #3 potential conversely predicts that small SIA clusters can temporarily assume metastable configurations to migrate rapidly in three dimensions. Thus, the anisotropy of diffusion of small SIA clusters is much greater for the BMD19 potential than it is for the M07 #3 potential. Both potentials predict that SIA clusters with n ≥ 19 migrate rapidly in 1-D with a nearly constant migration energy regardless of cluster size. These values are ~0.046 eV and ~0.027 eV for the BMD19 and M07 #3 potentials, respectively, and may be related to the kink-pair nucleation energy in α-zirconium.

The M07 #3 potential predicts complete thermal instability of small vacancy clusters while the M07 #2 potential indicates that these clusters are stable but remain entirely immobile for all temperatures up to the maximum value of T = 1100 K considered here. In contrast to this behavior, the BMD19 potential predicts that small vacancy clusters are thermally stable and migrate with appreciable mobility along the c-axis, or quasi-isotropically depending on the cluster configuration. This has significant implications for the role of small vacancy clusters in the stabilization of faulted basal c-loop growth, and highlights the importance in the difference of diffusional anisotropies of defect clusters rather than point defects. Incorporating defect cluster mobilities is likely a critical component for mesoscale codes to accurately predict microstructural evolution in irradiated zirconium. Additionally, the BMD19 potential predicts that large vacancy a-loops with n ≥ 151 migrate rapidly in 1-D in an analogous manner to interstitial a-loops. The migration energies are nearly equivalent, and this supports the theory that dislocation loops migrate via a kink-pair propagation mechanism. Ultimately, the BMD19 potential provides invaluable knowledge into defect cluster configurations and mobilities that will greatly improve the predictive capabilities of mesoscale codes.

5.6 Implementation of results in the CD model

The work in this chapter has provided an essential database for CD modeling of α-Zr: cluster binding energies and tabulated diffusivity data for all mobile defects. The binding energies of a monomer i to some cluster n defines the magnitude of the temperature-dependent dissociation rates (Eq. (2-30), Section 2.1.4); lower binding energies correspond to greater dissociation rates. These binding energies are shown in Fig. 5-2 for SIA clusters and in Fig. 5-6 for vacancy clusters. However, for the implementation of a phenomenological binding energy expression, it is more convenient to consider defect formation energies, which are often expressed in a power law of the form given in Eq. (5-8). Once these are known, the binding energies for single SIAs and monovacancies can be calculated, respectively:
\[ E_{n,1i}^b = E_{1i}^f - A(N^m - (N - 1)^m) \]  
\[ E_{n,1v}^b = E_{1v}^f - A(N^m - (N - 1)^m) \]

where \( E_{1i}^f \) and \( E_{1v}^f \) are the formation energies of a single SIA and monovacancy, respectively. These binding energy expressions can be thought of as the difference in the energy between a cluster of size \( n \) and its products after monomer dissociation. Power-law expressions for the formation energies of large defect clusters are provided in Fig. 5-9 and are seen to closely represent the data collected from MD simulations. These expressions do not extrapolate well down to small cluster sizes, for which clusters do not exhibit dislocation loop geometries (Fig. 5-17); separate power-law fits are required for small defect clusters. Therefore, accurate binding energy expressions of the forms given in Eq. (5-12) and Eq. (5-13) should be based on the appropriate power-law fits depending on the cluster size. For SIA clusters, PPI vacancy (a-loop) structures, and basal vacancy (c-loop) structures, the size-dependent power-law fits are:

\[ E_{\text{SIA}}^f = \begin{cases} 
2.8N^{0.81}, & 2 \leq n \leq 7 \\
4.6N^{0.66}, & n > 7 
\end{cases} \]  
\[ E_{\text{V,PPI}}^f = \begin{cases} 
1.9N^{0.84}, & 2 \leq n \leq 18 \\
3.4N^{0.70}, & n > 18 
\end{cases} \]  
\[ E_{\text{V,basal}}^f = \begin{cases} 
2.5N^{0.78}, & 2 \leq n \leq 177 \\
3.7N^{0.72}, & n > 177 
\end{cases} \]

Mobile defect diffusivities within the basal plane and along the c-axis can be calculated with Eq. (2-3) using the data provided in Table 5-2 for SIA clusters and Table 5-3 for vacancy clusters. As discussed in Section 2.1.2, this diffusivity data is crucial for determining the anisotropy factor (Eq. (2-5)) for mobile defects, which directly modifies the reaction rates for capture by sinks with defined geometries (Eq. (2-9), Section 2.1.3). The work in this chapter has demonstrated that vacancy clusters are considerably less anisotropic than SIA clusters. It is therefore expected that basal c-loops will experience a net flux of vacancy defect capture, and this should drive their rapid growth once they nucleate. This data is crucial to capturing these fundamental mechanisms in the microstructural evolution of \( \alpha \)-Zr.
**Fig. 5-17.** Formation energies for small and large SIA and vacancy defect clusters; markers indicate data obtained from MD simulations while the solid and dashed lines indicate power-law fits for small and large defect clusters, respectively.
Chapter Six:

Dislocation Loop Stress States and Point Defect Capture Radii

In order to effectively model microstructural evolution, there are three broad questions that must be explicitly answered: 1) How many defects form in response to an incident particle flux? 2) How do these defects transport throughout the lattice?; and 3) At what rate do these mobile defects interact with existing microstructure? The first of these questions was discussed in Chapter Four, for which volumetric defect generation rates were calculated based on tabulated displacement cascade data. The diffusivity of mobile defects, along with their anisotropy of migration, were investigated in Chapter Five. Thus, the only missing data to model dislocation loop capture rates are the capture radii for mobile defects. As described in Section 2.1.3, the capture of defects at dislocation loops is calculated based on spherical kinetics for small loop sizes, but transitions to toroidal kinetics as the loop size increases. There are two defining characteristics for the toroidal capture volume of a dislocation loop: the outer radius (which is based on the size of the loop) and the inner radius (which is equal to the capture radius for mobile defects). The transition parameter, \( \alpha \) (Eq. (2-22)), smoothly transitions between spherical and toroidal reaction kinetics based on the relative size of the outer and inner loop radii. Additionally, the capture radius directly affects the magnitude of the toroidal interaction rate constant. Thus, it is imperative to calculate accurate values for the capture radii of defects in order to sufficiently calculate dislocation loop capture rates.

Typically, the capture radii of a dislocation loop is assumed to be some multiple of the loop Burgers vector [98], but there is no differentiation between the capture of SIA or vacancy defects. While this method may provide different capture radii for loops with differing Burgers vectors, there is no difference between the capture radii of interstitial and vacancy a-loops, which both share the same Burgers vector; there is no quantifiable distinction between the reaction rates of these two loop types. As such, the differences in the capture rates of mobile defects depends entirely on the diffusivity and concentration of the mobile species. In a MFRT or CD framework, it would then be impossible to model the co-existence of interstitial and vacancy a-loops, as both of these loops would experience a net flux of either vacancies or interstitials. This would result in the growth of one type of a-loop and the shrinkage of the opposite type. It is for this reason that vacancy a-loops are reported to not grow [99] or are simply ignored [100-102] in most modeling attempts. Any model that cannot adequately exhibit simultaneous growth of vacancy and interstitial a-loops is not
physically representing known irradiated Zr microstructure, and cannot provide useful predictions for microstructure evolution.

It is possible that vacancy a-loop ordering is necessary to reduce the incoming SIA flux through self-shielding by neighboring a-loops, although this will require extensive modeling and analysis to evaluate the elastic interactions. Vacancy loops are known to band onto parallel basal sheets in both pure and alloyed Zr \cite{13, 17, 20, 26}. A similar self-shielding phenomenon has been postulated to promote the formation of void and bubble lattices in many metals \cite{22, 24}. However, there are some Zr alloys for which vacancy a-loop banding is weak or non-existent \cite{26-28}, and yet a co-existence of interstitial and vacancy type a-loops is still observed. Self-shielding alone cannot fully explain this phenomenon. It is also now known that SIA clusters in Zr migrate with considerable anisotropy within the basal plane \cite{159}, Chapter Five) and would therefore preferentially interact with prismatic a-loops which lie perpendicular to the predominant SIA flux direction \cite{46}. Theoretically, this should result in a net flux of interstitials to vacancy a-loops and mitigate their growth. It is then perplexing to consider that vacancy a-loops account for at least half of visible microstructure in irradiated α-Zr, with sizes comparable to or larger than interstitial a-loops \cite{13, 16-18, 45, 173}. Although, it should be noted that some finesse is required to determine loop character.

One possibility to explain this behavior could stem from a difference in the defect capture rates of interstitial and vacancy a-loops. Modeling the capture of defects by dislocation loops is a computationally expensive task requiring millions of atoms, and as such can only be performed with molecular statics (MS) simulations. To our knowledge, this has yet to be attempted in literature for dislocation loops in α-Zr. A similar work has, however, been performed to investigate the capture of point defects to small cavities in α-Fe \cite{174}. It was found that the effective capture radii between voids and SIAs were notably larger than between voids and vacancies, resulting in biased capture of mobile SIA defects. This bias was found to persist for over-pressurized bubbles, but the magnitude of the bias was greatly reduced due to the compressive strain field acting against SIA capture. The inherent bias for small cavities could have a significant effect on vacancy cluster growth \cite{175, 176}, although most models neglect any differences in the capture distances for SIA and vacancy defects \cite{177-180}.

It is not unreasonable to assume that differences in the point defect capture tendencies of dislocation loops may exist, and that the capture distances may be related to the strain field surrounding such defects. Any bias in the capture of migrating defects could have notable effects on the reaction rates and may be one of the key drivers for the unique irradiated microstructure in α-Zr. In this work, we perform MS calculations with the modern BMD19 potential \cite{78} to quantify the capture distances of point defects to interstitial a-loops, vacancy a-loops, and basal c-loops. Defect capture is calculated radial to the loop, as well as perpendicular to the loop face. Any correlations between defect capture behavior and the stress states of the loops in these two directions will be discussed, and the potential for biased capture of defects will be assessed.
6.1 Modeling Method

MD simulations were performed as implemented in the Large-Scale Atomic /Molecular Massively parallel Simulator (LAMMPS) code [157]. The modern BMD19 interatomic Zr-Zr potential [78] was selected due to its improved predictions of defect properties compared to the M07 [70] and A95 [69] potentials. Unlike previous Zr-Zr potentials, the BMD19 potential accurately predicts the basal-octahedral site as the preferred configuration for single SIAs [75], has close agreement with defect formation energies calculated by ab-initio methods [78], and accurately predicts that vacancy loops are thermodynamically preferred to spherical cavities in α-Zr [159]. The largest drawback of this potential is its severe underprediction of basal stacking fault energies [78, 159]. Because the work performed here is not attempting to address or compare the absolute energies of basal c-loops, this drawback will not affect our results. All energy minimizations were performed with the Polak-Ribiere version of the conjugate gradient algorithm with a relative energy tolerance of $10^{-12}$ and a force tolerance of $10^{-12}$ (eV/Å). Periodic boundary conditions were implemented for all simulations. The USER-OMP and USER-INTEL acceleration packages were integrated into LAMMPS to minimize computational time. All atomic positions were observed in the OVITO software [158]. Dislocation loop structures were visualized with common neighbor analysis (CNA) [163].

Interstitial and vacancy a-loops are known to form on or near $\{10 \bar{1} 0\}$ PPI habit planes with perfect $\vec{b} = 1/3 \langle 11 \bar{2} 0 \rangle$ Burgers vector at large sizes [13-18]; vacancy c-loops instead form on (0001) basal planes with a Burgers vector of either $\vec{b} = 1/2 \langle 0001 \rangle$ (corresponding to basal extrinsic faulting) or $\vec{b} = 1/6 < 2 0 \bar{2} 3 >$ (corresponding to basal 11 intrinsic faulting) [13, 32, 33, 37]. For this work, interstitial loops were formed by inserting parallel basal-crowdings in a disk of radius R on a PPI habit plane (i.e. the lowest energy configuration identified by MS calculations [159]). A unit cell of this structure is visualized in Fig. 5-1. Energy-minimizations were performed before and after dislocation loops were inserted into the simulation box. Due to the significant strain field imposed by SIA defects, these loops did not require annealing to reach their equilibrium configurations. To construct vacancy a-loops, atoms were removed from a double “corrugated” layer in a disk of radius R on a PPI habit plane (which is lower in energy than a single-layer prismatic structure [82, 159]). Basal c-loops, on the other hand, are lowest in energy in single-layer configurations [159] and, as such, were constructed by removing atoms from a disk of radius R from a single (0001) basal plane. Following the removal of atoms, the box was first energy-minimized and then ramped up to 573 K over 30 ps using an NPT (constant atom, pressure, and temperature) ensemble. The defect clusters were held at temperature for 200 ps before ramping down to 0 K over 30 ps and then performing a final energy minimization to calculate system energetics. Dislocation loop radii of 0.65, 1.2, 2.0, 3.0, and 5.0 nm were considered; this corresponds to approximate cluster sizes of 19, 55, 151, 333, and 955 defects. The simulation box size was set proportional to the loop radius: $8R \times 8R \times 8R$ (ranging from ~40,000 atoms for R = 0.65 nm to ~2.8 million atoms for R = 5.0 nm).
The binding energies of point defects to the minimized supercells of annealed defect structures were calculated by placing a single vacancy or SIA in the vicinity of the defect and performing an energy minimization. Single interstitials were placed in basal octahedral positions, as this is the preferred configuration predicted by the BMD19 potential and recent DFT studies [75, 78]. Once minimized, the binding energies were calculated by Eqs. (6-1 and (6-2 for vacancies and interstitials, respectively:

\[ E_v^b = E_v^{f,\text{bulk}} - \left[ (E(N-1) + E_{Zr}^{coh}) - E(N) \right] \]  

(6-1)

\[ E_i^b = E_i^{f,\text{bulk}} - \left[ E(N+1) - (E(N) + E_{Zr}^{coh}) \right] \]  

(6-2)

where \( E(N) \), \( E(N-1) \), and \( E(N+1) \) are the total system energies for a system with \( N \), \( N-1 \), or \( N+1 \) atoms, \( E_v^{f,\text{bulk}} \) and \( E_i^{f,\text{bulk}} \) are the bulk formation energies of a single interstitial (2.94 eV) or vacancy (2.03 eV), and \( E_{Zr}^{coh} \) is the cohesive energy of a single Zr atom (6.432 eV at 0K) as calculated with the BMD19 potential. The positions of atoms in and around the defect clusters were used to determine insertion coordinates for vacancies and interstitials. Sampling the entire volume around the larger loops, however, would require a significant number of minimizations for each loop. Therefore, a cross-sectional region containing the face of the loop was considered. The region was three atom layers thick in the direction normal to the loop face, and spanned twice its diameter in the directions parallel to the loop face to determine properties as a function of radial distance from the loop center (Fig. 6-1(b)). A similar cross-sectional slice rotated 90° such that it intersects the loop center (Fig. 6-1(c)) was considered to analyze properties perpendicular to the loop face. The radial and perpendicular interaction volumes for defect capture are visually illustrated in Fig. 6-2.

Once atom positions radial or perpendicular to the loop were determined via the cross-sectional selection, average values for the local atomic stress as well as point defect binding energies could be determined. For properties radial to the loop face, average values were calculated by binning atoms into 1.5 Å elliptical bins that radiated from the loop center. The bins were given ellipticity factors that matched the ellipticity of the current loop being analyzed. As such, properties are averaged as a function of radial distance along the major axis from the loop center. For perpendicular properties, “line scans” were performed with 2.5 Å perpendicular bins along the direction normal to the loop face. The line scan analysis was performed at the center and periphery of the loop. The point defect capture radii could then be calculated in one of two ways. The spontaneous capture radius is defined as the distance from the loop at which the point defect binding energy falls to one-half of its maximum value [174]. The thermal criterion capture radius is defined as the distance from the loop at which the binding energy falls below \( \frac{3}{2} k_b T \) (and can no longer thermally escape drift towards the sink) [174]. This value is 0.074 eV at 573 K. Capture radii calculated with both of these methods will be compared for the capture of point defects to various dislocation loops in \( \alpha \)-Zr.
Fig. 6-1. a) simulation box containing an interstitial a-loop visualized through CNA analysis (grey atoms are “unknown” structure, green atoms are FCC crystal structure). Cross-sections of atoms are taken through the b) the face of the loop (radial capture) or c) perpendicular to the loop.

Fig. 6-2. The radial capture radius, $R^*$, defines the interaction volume radial from the periphery of the loop. The perpendicular capture distance, $L^*$, defines the interaction volume normal to the loop face.


6.2 Stress states surrounding dislocation loops

The stress tensors for each atom were calculated in LAMMPS in units of pressure*volume and converted into GPa through the division of the per-atom volume. The atomic stress is represented as average hydrostatic stress colormaps in Fig. 6-3. Tensile and compressive stresses are positive (blue) and negative (red), respectively. Vacancy a-loops exhibit tensile stresses along their loop face (with particularly strong tensile stresses when approaching the inner periphery of the loop), but this behavior reverses beyond the loop periphery; a weak compressive radial stress is exerted on the surrounding bulk. Normal to the loop face, a long range tensile stress extends into the bulk along the primary a-axis direction that intersects the loop. TEM investigation of irradiated Zr shows that vacancy a-loops tend to order on parallel basal sheets with increasing fluence [17, 20, 26]. However, within these basal sheets, the orientations of vacancy a-loops are seemingly random [17]. This is qualitatively consistent with the stress state analysis given here; vacancy a-loops should re-orient such that their tensile strain fields do not overlap.

Interstitial a-loops (Fig. 6-3(c,d)) share similar stress state trends, but with the opposing sign, as vacancy a-loops. These loops exhibit compressive stress along their faces but exert a radial tensile stress on the surrounding matrix; a compressive stress field extends normal to the loop face. Because interstitial and vacancy a-loops grow simultaneously and co-exist in the structure, it is unsurprising to find that the complementary stress states result in irradiation growth strain saturation at moderate fluence [3, 4]. Basal c-loops (Fig. 6-3(e,f)), on the other hand, share similar stress behavior with vacancy a-loops, but with a 90° rotation. Weak compressive stresses are exerted radially from the c-loop periphery (along the a directions) while a long-range tensile stress is exerted normal to the loop face (along the c direction). This is consistent with breakaway irradiation growth behavior which results in a-axis expansion and c-axis contraction of single crystalline Zr [3, 4].

In order to assess the magnitude of the atomic stresses, atoms were binned into 1.5 Å radial bins from the center of the loop, and 2.5 Å perpendicular bins from the periphery of the loop to calculate averaged stress states (Fig. 6-4). For vacancy loops, the magnitude of radial tensile stresses along the loop face decreases with increasing loop size; conversely, the radial compressive stress exerted beyond the periphery increases with loop size. Considering normal stresses perpendicular to the loop face, the long-range tensile stress slightly increases in magnitude as loop sizes increase. These general trends are similar for interstitial a-loops, but with the reverse sign. As evidenced by a reduced SIA bias to capture by over-pressurized bubbles when compared to cavities of equal size, a local compressive stress is expected to act as a barrier for SIA capture while promoting vacancy capture [174]. The potential impact of dislocation loop stress states on point defect capture, and any biases that may arise, will be addressed in the following section.
Fig. 6-3. Hydrostatic stress heatmaps for vacancy a-loops (a,b), interstitial a-loops (c,d), and vacancy c-loops (e,f). (11\overline{2}0) projections in the first column demonstrate stress radial to the loop center while (0001) projections in the second column demonstrate stresses normal to the loop face.
Fig. 6-4. Average values for the hydrostatic atomic stress is plotted in 1.5 Å radial bins (a, c, e) and 2.5 Å perpendicular bins (b, d, f) for vacancy a-loops (first row), interstitial a-loops (middle row), and vacancy c-loops (bottom row). Positive stresses are tensile. Dotted lines indicate the position of the loop periphery (a, c, e).
6.3 Calculating point defect capture radii

6.3.1 Binding energy maps

Point defect absorption at sinks such as dislocation loops is driven by either a reduction in the local formation enthalpy of the defect, or the removal of the defect from the system. Considering Fig. 5-5, the formation energy per defect for interstitial and vacancy loops decreases with loop size. For example, the formation energy per vacancy in a 941V prismatic a-loop is ~0.4 eV while the bulk formation energy for a single vacancy is predicted to be 2.03 eV by the BMD19 potential [78]. Thus, there is a significant potential energy well for a migrating bulk vacancy to be captured by the loop. The same argument could be made for a single interstitial (with a bulk formation energy of 2.94 eV) being captured by a 939I prismatic a-loop for which the formation energy per interstitial is ~0.5 eV [159]. The potential energy gradient causes drift of the point defect towards the loop with its eventual capture. Likewise, there is a significant drive for loops to capture and annihilate defects of the opposing type (i.e. a single interstitial annihilating through capture by a vacancy loop).

When considering defect capture by dislocation loops in a CD modeling framework, large dislocation loops are characterized by toroidal reaction volumes [105, 113, 114]. Functional solutions for the sink strength relating to toroidal reaction volumes are only valid when the loop outer radius notably exceeds the inner radius [112]. Thus, the reaction rates for defect capture at loops must be smoothly transitioned between spherical and toroidal capture volumes, with a mixed regime at intermediate loop sizes. The necessity for this treatment is made clear with the binding energy maps for single SIA capture to vacancy (V) loops with sizes n = 19V, 151V, and 941V in Fig. 6-5. For the 19V, 151V, and 941V loops, the capture volume for a single SIA can be approximated as spherical, mixed, and toroidal, respectively. This capture behavior can be understood by considering that there is an atomic mis-match between the dislocation loop and the surrounding matrix at the loop periphery (an extra or missing plane of atoms for interstitial and vacancy loops, respectively); at the center of these loops, the hcp crystal structure is restored, although it is characterized by a slightly compressed lattice parameter for interstitial loops and a slightly extended lattice parameter for vacancy loops [79, 91, 159]. Thus, migrating defects are preferentially captured at the loop periphery rather than the loop center, and the capture distance can be considered the inner radius of the toroidal capture volume, which is notably exceeded by the loop radius for large dislocation loops (Fig. 6-5(c)).

This capture behavior is reflected in the point defect binding energy maps in Fig. 6-6 (plotted in 1.5 Å radial bins from the loop center). Monovacancy capture energies to vacancy a-loops, interstitial a-loops, and basal c-loops are plotted in Fig. 6-6(a, c, e); single interstitial capture energies to these three loops, respectively, are plotted in Fig. 6-6(b, d, f). Consider first the capture of the same type of defect to a dislocation loop (i.e. an interstitial to an interstitial loop). The general trend is that, as the loop size increases, the capture energy for the defect increases. This is consistent with the thermodynamic argument that
Fig. 6-5. Single interstitial binding energy maps to vacancy loops with a) 19 vacancies (R = 0.65 nm), b) 151 vacancies (R = 2 nm), and c) 941 vacancies (R = 5 nm).
Fig. 6-6. Average values in 1.5 Å radial bins for the binding energies of single vacancies (a, c, e) and single interstitials (b, d, f) for a,b) vacancy a-loops c,d) interstitial a-loops and e,f) vacancy c-loops. Positive binding energies are attractive. Dotted lines indicate the position of the loop periphery (a,c,e)
there exists a deeper potential energy well for capture at larger loops. The opposite is true for defect annihilation at dislocation loops (Fig. 6-6(b, c, f)). As the loop size increases, the capture energy decreases. The annihilation of an interstitial at a vacancy loop can be thought of as the recombination of a Frenkel pair. In this case, the capture energy is large due to the large formation energy of the bulk SIA, but the capture energy decreases with loop size because the annihilating vacancy has a lower effective formation energy. Due to the disparity in bulk formation energies for single SIAs and vacancies, single SIAs always observe higher capture energies towards vacancy loops. Interstitial loops are biased towards vacancy capture at small sizes but this behavior reverses for larger loop sizes. It is interesting to note the uncharacteristically low binding energy of single vacancies to small (< 1.2 nm) basal vacancy clusters (Fig. 6-6(e)). This is especially true when comparing to the vacancy capture energies to small prismatic vacancy clusters. If competing nucleating prismatic and basal structures observe disparate vacancy capture capabilities, this may help explain the low-fluence abundance of prismatic a-loops in irradiated α-Zr.

The capture energies of point defects perpendicular (rather than radial) to the loop periphery are plotted in Fig. 6-7. Appreciable binding is shown by single SIAs to vacancy a-loops and c-loops up to distances as large as ~10 Å (Fig. 6-7(b)). Similar, albeit shorter-range, capture behavior is seen for single vacancies. This implies that long-range interactions with point defects is most likely mediated by the gradient of a stress field, and that interstitials are more susceptible to local alterations of the stress field. It is interesting that the capture distances radial from the loop and perpendicular to the loop are not necessarily equal, particularly for small defect clusters. This discrepancy will be further detailed in following sections, for which the radial and perpendicular capture radii will be quantified.

### 6.3.2 Spontaneous capture radii of point defects

We first analyze the spontaneous capture of point defects at dislocation loops. This analysis method denotes a threshold energy to detect defect capture; in this work, spontaneous capture is assumed to occur until the binding energy falls to half of its maximum value, as suggested by Kohnert et al. [174]. The distance at which this occurs is considered the spontaneous capture radius, and these values have been tabulated for point defect capture by vacancy a-loops, interstitial a-loops, and basal c-loops in Table 6-1. Considering this analysis method, single SIAs have greater radial capture distances than monovacancies to vacancy loops of all sizes. The potential energy well is deeper for SIAs, and therefore the gradient is steeper, driving longer-range capture of SIAs than vacancies. The radial capture radii, R*, of SIAs to vacancy loops demonstrates that the depth of the potential energy well dominates over stress state when considering spontaneous point defect capture. Vacancy loops exert short-range radial compressive stresses on the matrix (Fig. 6-3(a,e)) that should inhibit SIA capture and promote vacancy capture. As will be discussed in the following section, this stress state has a greater effect on thermal drift, rather than spontaneous, capture of point defects. Similar to the preferential SIA capture by vacancy loops,
Fig. 6-7. Average values in 2.5 Å perpendicular bins for the binding energies of single vacancies (a, c, e) and single interstitials (b, d, f) for a,b) vacancy a-loops c,d) interstitial a-loops and e,f) vacancy c-loops. Positive binding energies are attractive.
Table 6-1. Spontaneous defect capture distances in the directions radial to ($R^*$) and normal to ($L^*$) the loops. Radii are determined by the “half-max” criteria, indicating the distance at which the capture energy of the point defect drops off to one-half of the maximum value.

<table>
<thead>
<tr>
<th>Loop Radius (Å)</th>
<th>Effective radial capture radius, $R^*$ (spontaneous criteria) (Å)</th>
<th>Effective perpendicular capture radius, $R^*$ (spontaneous criteria) (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prismatic Vacancy a-loop</td>
<td>Prismatic Interstitial a-loop</td>
</tr>
<tr>
<td></td>
<td>1I</td>
<td>1V</td>
</tr>
<tr>
<td>6.5</td>
<td>4.5</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>4.7</td>
<td>2.2</td>
</tr>
<tr>
<td>20</td>
<td>4.8</td>
<td>2.9</td>
</tr>
<tr>
<td>30</td>
<td>5.8</td>
<td>3.4</td>
</tr>
<tr>
<td>50</td>
<td>6.9</td>
<td>5.9</td>
</tr>
<tr>
<td>6.5</td>
<td>10.4</td>
<td>7.1</td>
</tr>
<tr>
<td>12</td>
<td>9.9</td>
<td>5.1</td>
</tr>
<tr>
<td>20</td>
<td>9.3</td>
<td>5.3</td>
</tr>
<tr>
<td>30</td>
<td>8.8</td>
<td>5.4</td>
</tr>
<tr>
<td>50</td>
<td>7.7</td>
<td>5.1</td>
</tr>
</tbody>
</table>
monovacancies are captured at greater distances by small interstitial loops. Conversely, large interstitial loops have a greater capture radius for single SIAs than monovacancies. This can be understood by considering that larger SIA loops exhibit reduced formation energies per SIA, and thus offer a lower-energy state for migrating SIAs.

A comparison of the radial capture radii and perpendicular capture radii in Table 6-1 show that the capture distances are not symmetrical about the dislocation loop core. The capture distances perpendicular to the loop periphery are consistently larger than the radial capture distances. However, the same trends for preferential SIA or vacancy capture are still true when considering these perpendicular radii. Incorporating these values would increase the effective capture volume of dislocation loops, particularly for small loops for which these capture distances notably exceed the cluster radius.

6.3.3 Thermal drift capture radii of point defects

The thermal drift analysis method is based on the concept that an interaction gradient between a defect and any given sink promotes defect drift towards that sink [174]. This effective capture radius is considered to be the distance at which the interaction energy falls below \( \frac{3}{2} k_B T \). At lower temperatures, it becomes increasingly difficult for a defect to thermally migrate against the interaction gradient, and the capture distance becomes much greater than those calculated with the spontaneous method, as can be seen in a comparison of Table 6-1 (spontaneous) and Table 6-2 (thermal drift analyzed at 573 K). First consider the radial point defect capture distances for vacancy a-loops. When using the spontaneous capture analysis, SIAs are preferentially captured by vacancy a-loops of all sizes; using the thermal drift criteria, however, monovacancies now exhibit greater capture distances to vacancy a-loops above a size of R~1.2 nm (55V). The opposite effect is true for interstitial a-loops. Using the thermal drift criteria, these loops preferentially capture single SIA defects rather than monovacancies. These observations for the radial capture distances seem to be correlated with the radial stress states exerted by vacancy and interstitial a-loops, respectively. Vacancy a-loops exert a short-range compressive stress on the surrounding matrix in the directions radial to the loop periphery (Fig. 6-3(a), Fig. 6-4(a)), and the magnitude of the compressive stress increases with loop size. This is qualitatively consistent with the point defect capture tendencies of vacancy a-loops. The opposite capture behavior occurs for interstitial a-loops, and this is consistent with the short-range tensile stresses exerted radial to the loop peripheries.

It is interesting to note the point defect capture tendencies in Table 6-2 for basal c-loops. For small sizes, where c-loop precursors take the form of faulted basal pyramids [84, 159], single SIAs are preferentially captured over monovacancies. It is not until a faulted basal c-loop is fully formed on a single basal plane that vacancies observe preferential capture. The biased SIA capture of c-loop precursors could act as a delaying mechanism for c-loop growth, which may account for the fact that these defects are not observed until high fluence [13, 33].
Table 6-2. Thermal drift defect capture distances as determined by the $k_bT$ criteria in the directions radial to ($R^*$) and normal to ($L^*$) the loops. At 573K, $k_bT$ is $\sim 0.050$ eV. $R^*$ and $L^*$ represent the distances at which a point defect can no longer thermally escape drift towards the loop.

<table>
<thead>
<tr>
<th>Loop Radius (Å)</th>
<th>Effective radial capture radius, $R^*$ (thermal drift criteria, 573K) (Å)</th>
<th>Effective perpendicular capture radius, $R^*$ (thermal drift criteria, 573K) (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prismatic Vacancy a-loop</td>
<td>Prismatic Interstitial a-loop</td>
</tr>
<tr>
<td>6.5</td>
<td>6.3</td>
<td>4.8</td>
</tr>
<tr>
<td>12</td>
<td>5.7</td>
<td>5.4</td>
</tr>
<tr>
<td>20</td>
<td>5.2</td>
<td>10.1</td>
</tr>
<tr>
<td>30</td>
<td>6.4</td>
<td>9.5</td>
</tr>
<tr>
<td>50</td>
<td>8.0</td>
<td>14.1</td>
</tr>
</tbody>
</table>
The effect of the loop stress state appears to affect the perpendicular capture of dislocation loops more than the radial capture (Table 6-2). This is perhaps unsurprising considering the long-range tensile and compressive stresses that extend normal to the habit plane of vacancy loops (Fig. 6-3(b,f), Fig. 6-4(b,f)) and interstitial loops (Fig. 6-3(d), Fig. 6-4(d)), respectively. This then drives long-range normal capture of single SIAs to vacancy a-loops and monovacancies to interstitial a-loops. This effect is particularly true for SIA capture at vacancy a-loops, the opposite behavior as was described for the radial capture distances. Considering this phenomenon, the spatial ordering of vacancy a-loops likely has an impact on the net flux of captured defects. Bands of vacancy a-loops on basal planes, as has been noted in pure Zr [17] and alloyed Zr [20, 26], would cause an overlap of the predominant SIA capture volumes for these loops. Growth of vacancy a-loops in these bands could be driven by the fact that the radial capture volumes remain unimpeded above and below the ordered basal sheets, and these radial capture volumes prefer vacancy capture over interstitial capture. Thus there may be a net bias for vacancy capture within these ordered bands. Harte et al. have reported that c-loop positions are anti-correlated with a-loops within the basal bands; it is possible that a-loop banding is necessary to reduce the incoming SIA flux to c-loop precursors, which are biased for SIA capture, and facilitates the growth of basal c-loops. This hypothesis would be consistent with the fact that there are higher c-loop number densities in Zr alloys that exhibit strong vacancy a-loop banding when compared to those with weak vacancy a-loop banding [20, 26].

When using the thermal drift criteria for calculating capture radii, the resultant capture volumes are sensitive to the operating temperature. At higher temperatures, mobile defects have greater thermal energy to escape the interaction gradient with sinks. Fig. 6-8 demonstrates this temperature dependence for radial point defect capture by dislocation loops with radius $R = 5$ nm. For the capture of same-type defects (i.e. single SIA capture to SIA a-loops) in Fig. 6-8(a), the calculated interaction distance exhibits a decaying dependence on inverse temperature:

$$r_d^{\text{radial}} = \alpha_d \left( \frac{T_m}{T} \right)^{m_d} \tag{6-3}$$

where $T_m$ is the melting temperature (2128 K). When instead considering the capture of opposing-type defects (i.e. monovacancy capture at SIA a-loops) in Fig. 6-8(b), there is only a weak temperature dependence. This can again be understood based on the stress state overview given in Section 6.2. For the case of SIA a-loops, a tensile stress field is exerted radially from the loop periphery. Migrating single SIAs observe an attractive interaction gradient along this tensile stress field. Thus, temperature plays a greater role on the thermal drift capture of migrating SIAs to SIA a-loops, and vice-versa. The necessary parameters ($\alpha_d$, $m_d$) to calculate these temperature-dependent radii are given in Table 6-3 for each loop type and size investigated in this work.
Fig. 6-8. Thermal drift capture radii for single SIA (1I) and monovacancy (1V) capture by SIA a-loops, vacancy a-loops, and vacancy c-loops of size $R = 5\text{nm}$ as a function of temperature. Capture radii are shown for the capture of a) same-type defects and b) different-type defects.
Table 6-3. Necessary parameters to calculate thermal drift capture radii (Å) as a function of temperature using Eq. (6-3). For each loop size and type, these parameters are given for single SIA (1I) and single vacancy (1V) capture.

<table>
<thead>
<tr>
<th>Loop Radius (Å)</th>
<th>( \alpha_d ) Parameter (Å)</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prismatic Vacancy a-loop</td>
<td>Prismatic Interstitial a-loop</td>
<td>Basal Vacancy c-loop</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1I</td>
<td>1V</td>
<td>1I</td>
<td>1V</td>
<td>1I</td>
</tr>
<tr>
<td>6.5</td>
<td>5.3</td>
<td>3.6</td>
<td>7.5</td>
<td>7.0</td>
<td>6.9</td>
</tr>
<tr>
<td>12</td>
<td>6.5</td>
<td>3.5</td>
<td>9.1</td>
<td>7.6</td>
<td>7.9</td>
</tr>
<tr>
<td>20</td>
<td>6.1</td>
<td>5.2</td>
<td>11.3</td>
<td>8.0</td>
<td>7.6</td>
</tr>
<tr>
<td>30</td>
<td>7.1</td>
<td>6.2</td>
<td>12.3</td>
<td>7.2</td>
<td>7.4</td>
</tr>
<tr>
<td>50</td>
<td>8.9</td>
<td>7.8</td>
<td>12.6</td>
<td>8.3</td>
<td>8.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Loop Radius (Å)</th>
<th>( m_d ) Parameter (unitless)</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prismatic Vacancy a-loop</td>
<td>Prismatic Interstitial a-loop</td>
<td>Basal Vacancy c-loop</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1I</td>
<td>1V</td>
<td>1I</td>
<td>1V</td>
<td>1I</td>
</tr>
<tr>
<td>6.5</td>
<td>0.16</td>
<td>0.33</td>
<td>0.23</td>
<td>0.075</td>
<td>0.29</td>
</tr>
<tr>
<td>12</td>
<td>0.0095</td>
<td>0.47</td>
<td>0.25</td>
<td>0.032</td>
<td>0.19</td>
</tr>
<tr>
<td>20</td>
<td>0.0098</td>
<td>0.56</td>
<td>0.29</td>
<td>0.055</td>
<td>0.062</td>
</tr>
<tr>
<td>30</td>
<td>0.025</td>
<td>0.41</td>
<td>0.37</td>
<td>0.047</td>
<td>0.058</td>
</tr>
<tr>
<td>50</td>
<td>0.0070</td>
<td>0.51</td>
<td>0.46</td>
<td>0.032</td>
<td>0.019</td>
</tr>
</tbody>
</table>
6.3.4 Net SIA biases to dislocation loops in $\alpha$-Zr

For a given dislocation loop $L$, the bias for point defect capture can be written in terms of the loop sink strength for absorption of interstitials (i) and vacancies (v):

$$ B_L = \frac{Z_{i,L}}{Z_{v,L}} - 1 \quad (6.4) $$

The calculation of $Z_{i,L}$ and $Z_{v,L}$ is dependent on the size of the loop. Large dislocation loops can be considered to have toroidal (T) reaction volumes, and an approximation for the sink strength depends on the defect capture radius, $r_d$ [113, 114]:

$$ Z^T = \frac{4\pi^2 R_L \rho_L}{\ln(1 + 8R_L/(r_1 + r_d))} \quad (6.5) $$

where $R_L$ is the loop radius, $\rho_L$ is the loop density, and $r_1$ is the point defect radius. However, this approximation is only sufficient once the inner radius notably exceeds the loop radius. For small loops (such that the inner radius is equal to or greater than the loop radius), the sink strength is best approximated by a spherical (S) reaction volume:

$$ Z^S = 4\pi (r_i + r_j + r_d) \rho_L \quad (6.6) $$

Dislocation loop sink strengths are smoothly transitioned between spherical and toroidal reaction kinetics, such that the effective sink strength can be calculated by:

$$ Z_L = (1 - \alpha_j)Z^T + \alpha_j Z^S \quad (6.7) $$

$$ \alpha_j = \left(1 + \left(\frac{R_L}{3(r_1 + r_d)}\right)^2\right)^{-1} \quad (6.8) $$

Using the capture radii tabulated in Table 6-1 (spontaneous capture) and Table 6-2 (thermal drift capture at 573K), the net SIA biases for dislocation loops of varying size are plotted in Fig. 6-9(a) for spontaneous capture and Fig. 6-9(b) for thermal drift capture. The effect of the capture radii criterion is significant. When considering spontaneous capture, single SIAs generally have larger interaction volumes. There is a net positive SIA bias for all dislocation loops less than $R \sim 15$ nm. When considering thermal drift capture, there is an even stronger SIA bias for capture at SIA a-loops. For vacancy a-loops, however, there is now a similarly strong bias for monovacancy, rather than SIA, capture. This phenomenon is quite notable and likely promotes simultaneous SIA and vacancy a-loop growth in irradiated $\alpha$-Zr. It is common in higher-order modeling to simply assume that SIAs have a $\sim 10 - 20$ % bias for capture at all dislocation loops (similar to what is demonstrated with spontaneous capture radii in Fig. 6-9(a)). When using this assumption, CD frameworks...
Fig. 6-9. Net SIA biases to SIA a-loops, vacancy a-loops, and vacancy c-loops using a) spontaneous capture radii and b) thermal drift capture radii calculated at 573K.
have been unable to predict the simultaneous growth of interstitial and vacancy a-loops [99-102]. Thermal drift capture radii, which are influenced by the unique stress states for each dislocation loop, provide a physically-relevant and inherent bias for vacancy and interstitial a-loops to preferentially absorb point defects of the same type. This behavior is expected to be reversed when considering capture volumes normal to the loop faces; spatial ordering of vacancy a-loops to overlap these perpendicular capture volumes may be necessary to maintain biased vacancy capture.

It is interesting to note that small c-loops are biased towards SIA capture while large c-loops are biased towards vacancy capture. Preferential SIA absorption by nucleating c-loops could explain why these defects observe delayed growth; once these defects have grown to a size where vacancy biases become relevant, however, their growth is quite rapid. It is crucial to note that the net biases in Fig. 6-9 do not take defect diffusive anisotropy into account, and are derived only from the discrepancy of interaction volumes for point defects. An accurate representation of dislocation interaction rates must consider both these interaction volumes as well as the anisotropy of defect diffusion [46, 159]. For the case presented here, the toroidal sink strength (Eq. (6-5)) would need to be modified by the anisotropic capture efficiency, which will be different for a-loops (which have PPI habit planes) and c-loops (which have basal habit planes). A modification for dislocation loops has been suggested by Saidi et al. [110] based on the original “diffusional anisotropy difference” (DAD) model of Woo [46]. Implementing this defect anisotropy is outside the scope of this article, but is a necessary component for higher-order modeling of microstructure evolution. Because single SIAs and monovacancies migrate with similar anisotropy [159], it is not expected to affect the relative biases shown in Fig. 6-9.

6.4 Summary and conclusions

The stress states and capture of point defects was investigated with the BMD19 potential. Vacancy loops exert short-range radial compressive stresses and long-range tensile normal stresses; the magnitude of the radial compressive stress generally increases with loop size. The same trends are true for interstitial loops, but with opposite stress signs. The spontaneous capture distances of point defects are predominantly related to the depth of the potential energy well, which depends on the magnitude of the defect formation energy in the bulk and its maximum capture energy to the dislocation loops. When analyzing spontaneous defect capture, SIAs observe biased capture to all dislocation loop types. When using the thermal drift analysis method, however, it was found that point defect capture biases were correlated with the stress states surrounding dislocation loops. Monovacancies exhibited biased radial capture to vacancy a-loops while single SIAs observe biased radial capture to interstitial a-loops. This discrepancy in the interaction volumes of point defects provides a physically-relevant and inherent bias that may explain the co-existence of interstitial and vacancy a-loops in irradiated α-Zr. For capture volumes normal to the loop faces, the opposite biases are exhibited. This demonstrates the importance of spatial vacancy a-loop ordering to reduce their incoming SIA flux, and potentially assist in c-loop growth.
Further CD modeling is required to assess the impact of these observations on microstructural evolution.

6.5 Implementation of data into CD model

The implementation of radial defect capture radii, \( r_d \), is quite straightforward in a CD approach. This parameter controls the transition between spherical and toroidal reaction kinetics (Eq. (6-8)) as well as the magnitude of the toroidal reaction rate constant (Eq. (6-5)). Differences in the capture radii would affect the capture tendencies for the various dislocation loops and the resultant biases could drive the unique microstructure we see in irradiated Zr. For interstitial a-loops, vacancy a-loops, and basal c-loops, power-law expressions were fit to the capture radii provided in Table 6-1 (spontaneous capture) and Table 6-2 (thermal drift capture at 573K). The power-law fits are plotted and displayed in Fig. 6-10 for spontaneous defect capture and Fig. 6-11 for thermal drift capture. In order to assess temperature dependence, the thermal drift radii can be calculated at any temperature using the parameters available in Table 6-3 with Eq. (6-3). In Chapter Seven, CD modeling will demonstrate the predicted microstructure evolution behavior when using capture radii calculated with these two methods.
Fig. 6-10. Spontaneous capture radii of single SIAs (1I) and monovacancies (1V) to vacancy a-loops, interstitial a-loops, and basal c-loops. Red lines correspond to 1V capture; black lines correspond to 1I capture.

Fig. 6-11. Thermal drift capture radii of single SIAs (1I) and monovacancies (1V) to vacancy a-loops, interstitial a-loops, and basal c-loops. Red lines correspond to 1V capture; black lines correspond to 1I capture.
Chapter Seven:

Cluster Dynamics Modeling of Interstitial and Vacancy a-Loop Co-Existence

The work detailed thus far in this dissertation has provided an essential database of fundamental mechanisms and parameters that govern microstructural evolution under irradiation. Interaction energies of common solute and impurities to c-loops in the nucleation and growth regime have been quantified through \textit{ab initio} calculations (Chapter Three). This data directly informs expressions for c-loop binding energies and mechanistic models for c-loop nucleation. In Chapter Four, volumetric generation rates for defects were derived based on displacement cascade data. The effect of electronic stopping has been noted on total defect production, defect clustering fractions, and defect cluster distributions. After defects are produced from incident irradiation, the resultant microstructure evolves as a consequence of defect transport in the material. Mobility data and inherent anisotropies of diffusion have been tabulated for each of the mobile species in \(\alpha\)-Zr in Chapter Five. This database will allow us to adequately implement anisotropic effects on defect interaction rates in a CD framework for point defects and defect clusters. Furthermore, preferred cluster configurations and their binding energies as a function of size are now known. In Chapter Six, the interaction distances of point defects with interstitial a-loops, vacancy a-loops, and vacancy c-loops were assessed in the directions radial and perpendicular to the loop face. It was found that the local stress states surrounding dislocation loops induce an interaction gradient which preferentially attracts defects of the same type as the loop. Thus, an inherent bias emerges which may explain interstitial and vacancy a-loop co-existence.

This wealth of critical data has been lacking in literature, and as such, it is unsurprising to find that recent modeling attempts have relied on a number of arbitrary assumptions to fit to experimental data [96, 97, 99-101]. Only one modeling attempt has managed to predict the growth of vacancy a-loops, but this growth was dependent on strong SIA anisotropy and preferential thin foil orientation [98]. Most models either ignore vacancy a-loops entirely or fail to explain their co-existence with interstitial a-loops in bulk Zr. In this Chapter, we aim to implement a mechanistically-informed CD framework capable of predicting microstructure evolution with minimal assumptions. A detailed overview of the CD model, and a derivation of the equations involved, were provided in Chapter Two. The key equations will be repeated here for convenience. The general ODE that tracks the population of a given cluster \(i\) balances the gains and losses of the cluster:
\[
\frac{dC_i}{dt} = g_i - D_i k_i^2 C_i + \sum_{n+m \rightarrow i} k_{n,m}^+ C_n C_m - \sum_j k_{i,j}^+ C_i C_j + \sum_{n-m \rightarrow i} k_{n-i,i}^- C_n - \sum_j k_{i,j}^- C_i 
\]

(7-1)

The cluster dynamics code, Xolotl, is used to solve this system of ODEs using the finite difference method and implicit time integration with PETSc [119]. The implementation of each of the terms in Eq. (7-1) will be discussed in the following sections, and related to the specific \(\alpha\)-Zr system. In this Chapter, we will build the model to consider vacancy \(\alpha\)-loops and interstitial \(\alpha\)-loops only; basal clusters will not be incorporated until Chapter Eight. The CD model introduced in this chapter will thus be focused on the low-to-moderate fluence behavior of irradiated \(\alpha\)-Zr. Once this has been successfully achieved, the model will be expanded in Chapter Eight to address \(c\)-loop nucleation and growth.

### 7.1 Incorporating our database into the CD model

#### 7.1.1 Description of defect clusters and their properties

Interstitial clusters, denoted as “\(i_n\)” for a size of \(n\), are considered mobile in the size range of \(1 < n < 5\). Small interstitial clusters assume basal-plane configurations and are highly anisotropic, sluggish diffusers. Vacancy clusters, denoted as “\(v_n\)”, are considered mobile in the size range of \(1 < n < 6\). Small vacancy clusters assume 3-dimensional configurations and their anisotropy of diffusion varies with configuration. For the selected system temperature, the diffusivity within the basal plane \((D_i^b)\) and along the \(c\)-axis \((D_i^c)\) of each cluster are calculated with Eq. (7-2) using the data in Table 5-2 and Table 5-3. Based on these two diffusivity values, a mean diffusivity is calculated \((\bar{D}_i\), Eq. (7-3)) along with the anisotropy factor of diffusion \((p\), Eq. (7-4)). While MD simulations in pure Zr do indicate that larger defect clusters exhibit rapid 1-D migration, the thermal mobility of these loops are lower than expected in irradiated bcc Fe [181]. Instead, these larger clusters appear to “hop” to produce rapid translations in between long periods of immobility [182-184]. Incorporating this behavior in a CD framework would require a trap-mediated model to account for ballistic detrapping events [182]; for this work, these cluster will be considered immobile, although future models could expand the framework here to include such behavior.

\[
D_i(T) = D_0 \exp \frac{-E_m}{k_b T} 
\]

(7-2)

\[
\bar{D}_i = \left(D_i^b \right)^{\frac{2}{3}} \left(D_i^c \right)^{\frac{1}{3}} 
\]

(7-3)
\[ p = \left( \frac{D_l}{D_i} \right)^{\frac{1}{6}} \]  

(7-4)

\[ r = \left( \frac{3n\Omega}{4\pi} \right)^{\frac{1}{3}} \]  

(7-5)

\[ r_{n,\text{prism}} = \frac{acn}{2\pi} \]  

(7-6)

\[ p^{\text{loop}}(\lambda) = \frac{p^{-2} \int_0^{\pi/2} (1 - f(\Theta) + p^6 f(\Theta)^{\frac{1}{2}} (1 - e^2 \sin^2 \Theta)^{\frac{1}{2}}) d\Theta}{\int_0^{\pi} (1 - e^2 \sin^2 \Theta)^{\frac{1}{2}} d\Theta} \]  

(7-7)

7.1.2 Defect generation \((g_i)\)

Volumetric defect generation rates are calculated with Eq. (2-2) based on the number of PKAs produced per second with energy \(E\), \(\phi(E)\), and the number of defects produced per displacement cascade of energy \(E\), \(N_i(E)\). The former quantity is estimated based on the expected Zr PWR energy spectrum produced by typical PWR operating conditions (Fig. 2-1) [106]; the latter quantity is based on the displacement cascade data tabulated in Table 4-4 and Table 4-5 considering electronic stopping. The volumetric generation rates have been plotted in Fig. 4-9 and are directly inputted into the CD model. The dpa rate estimated by SPECTRA PKA is \(8.93 \times 10^{-6}\) dpa/s, and this value is used to convert simulation time into dpa for the plots in this work. The relationship between neutron fluence and dpa is based on the estimation of Carpenter et al. [4]:

\[ 1.14 \times 10^{25} \text{ n/m}^2 (E > 1\text{MeV}) = 1\text{ NRT dpa} \]  

(7-8)
7.1.3 Defect absorption at pre-existing dislocation line sinks

Two types of dislocation lines are considered: 1) a-type lines that lie on PPI planes ($\lambda = 0^\circ$) and 2) c-type lines that lie on basal planes ($\lambda = 90^\circ$). The total sink strength for absorption of mobile cluster $i$, $k_i^2$, is a summation of the sink strengths for these two line types ($k_i^{a2}$ and $k_i^{c2}$, respectively). The line densities for pre-existing a-type and c-type dislocation lines were based on single crystal Zr estimates: 7.25x10$^6$ cm$^{-2}$ and 2.25x10$^6$ cm$^{-2}$, respectively [165]. The elastic bias for absorption, $Z_i$, is considered to be 1.1 for interstitials and 1.0 for vacancies [46, 98, 99]. Each type of dislocation line have also been assigned an anisotropic capture efficiency for absorption (Eq. (2-4)) based on the anisotropy factor of diffusion for the captured defect i, which equals $p$ for c-type dislocation lines and $p^2$ for a-type dislocation lines:

$$k_i^2 = k_i^{a2} + k_i^{c2}$$  \hspace{1cm} (7-9)

$$k_i^{a2} = Z_i \rho_a \cdot P(\lambda = 0^\circ) = Z_i^i \rho_a \cdot p^{-2}$$  \hspace{1cm} (7-10)

$$k_i^{c2} = Z_i \rho_c \cdot P(\lambda = 90^\circ) = Z_i^i \rho_c \cdot p$$  \hspace{1cm} (7-11)

7.1.4 Clustering reactions

There are three broad categories of reactions between two clusters $i$ and $j$: 1) reactions that result in cluster growth ($I_i + I_j \rightarrow I_{i+j}$; $V_i + V_j \rightarrow V_{i+j}$); 2) reactions that result in cluster shrinkage ($I_i + V_j \rightarrow I_{i-j}$, $V_i + I_j \rightarrow V_{i-j}$); and 3) reactions that result in cluster annihilation ($I_i + V_j \rightarrow \emptyset$). For clusters with size $n < 13$, the reaction rate constant is based on a spherical reaction volume defined by the interaction distance, $r_{ij}$:

$$k_{ij}^+ = 4\pi r_{ij} (\bar{D}_i + \bar{D}_j)$$  \hspace{1cm} (7-12)

$$r_{ij} = r_i + r_j + r_{ij}^0$$  \hspace{1cm} (7-13)

The value of $r_{ij}^0$ is set equal to 6.45x10$^{-8}$ cm such that the value of the point defect recombination radius, $r_{ip}$, equals the commonly implemented value of 1.0x10$^{-7}$ cm [98-101]. Cluster with $n \geq 13$ are considered to have dislocation loop geometries, and the reaction rate constant is smoothly transitioned between spherical and toroidal kinetics. The toroidal contribution to the rate constant is multiplied by the anisotropic capture efficiency of the loop (Eq. (7-7)) to account for the loop geometry. For a loop $i$ interacting with a mobile defect $j$ [113, 114]:
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\[ k_{ij}^{+},\text{loops} = \left( (1 - \alpha_{ij})z_{ij}^T \cdot p_{\text{loop}}(\lambda) + \alpha_{ij}z_{ij}^S \right) \left( D_i + D_j \right) \]  
\[ \alpha_{ij} = \left( 1 + \left( \frac{r_i}{3(r_j + r_d)} \right)^2 \right)^{-1} \]  
\[ z_{ij}^S = 4\pi(r_i + r_j + r_d) \]  
\[ z_{ij}^T = \frac{4\pi^2 r_i}{\ln(1 + 8r_i/(r_j + r_d))} \]

The value of the loop capture radius, \( r_d \), can be based on either spontaneous or thermal drift capture. For spontaneous capture radii, discrete values are available in Table 6-1 and power-law fits to extrapolate to all cluster sizes are available in Fig. 6-10. These capture radii are temperature-independent. Conversely, thermal drift radii must be calculated at the selected system temperature using the constants in Table 6-3 with the temperature-dependent expression:

\[ r_d^{\text{thermal}} = \alpha_d \left( \frac{T_m}{T} \right)^{m_d} \]  

where \( T_m \) is the melting temperature of Zr (2128K). Once these thermal drift radii have been calculated at the temperature of interest, a power-law expression can be fit to extrapolate to all cluster sizes, as has been demonstrated at 573K in Fig. 6-11.

### 7.1.5 Cluster dissociation

In this model, we assume that clusters can only emit monomers of the same type (\( I_n \rightarrow I_{n-1} + I_i; V_n \rightarrow V_{n-1} + V_i \)). All clusters \( I_n \) and \( V_n \) are able to dissociate for \( n \geq 2 \). The reaction rate constant can be calculated as a function of the cluster binding energy, and the rate constant for the reverse reaction (\( I_1 + I_{n-1} \rightarrow I_n \)):

\[ k_{n,1}^− = \frac{k_{1,n-1}^+}{\Omega} \exp\left( \frac{-E_{b,n,1}}{k_bT} \right) \]  

The binding energy of a monomer \( i \) to a cluster of size \( n \) can be estimated based on the difference in formation energies between the products and reactants. The formation energies for a cluster of size \( n \) have been fit to relevant power-law expressions:

\[ E_{\text{SIA}}^f = \begin{cases} 
2.8n^{0.81}, & 2 \leq n \leq 7 \\
4.6n^{0.66}, & n > 7 
\end{cases} \]
\[ E_{V,PPI}^{f} = \begin{cases} 1.9n^{0.84}, & 2 \leq n \leq 18 \\ 3.4n^{0.70}, & n > 18 \end{cases} \]  

(7-21)

The binding energy is then calculated as:

\[ E_{n,i}^{b} = E_{i}^{f} - A(n^{m} - (n - 1)^{m}) \]  

(7-22)

### 7.1.6 Overview of assumptions in the model

A considerable database allowing the parameterization of key mechanisms related to defect production, transport, and interaction is now available to inform a CD model; these parameters are summarized in Table 7-1. The primary goal of this work is to directly implement this data when possible in order to reduce assumptions and produce a physically-relevant CD model. Nevertheless, a few simplifying assumptions are made to reduce the complexity of the model for this first iteration. Each of these points can be improved upon in future work by expanding the framework proposed here. The four main assumptions are:

1) Defects are randomly and uniformly distributed (0-D)
2) Dislocation loops are considered immobile
3) Only monomers can be emitted during dissociation events
4) Dislocation line densities do not evolve with fluence

Of these four assumptions, the first is certainly the one which disagrees the most with experiments. Vacancy a-loops are known to align on ordered basal sheets as fluence increases [17, 18, 173]. Such spatial ordering is likely to reduce the incoming SIA flux for defects in these basal bands, and such a phenomenon may be important for breakaway irradiation growth [20, 26]. This work intends to implement foundational physics in a CD framework, and a reduced complexity is preferred as a proof of concept. Xolotl is fully capable of extending systems to 1-, 2-, or 3-D and allows a clear avenue for future work. As for the second assumption, it has been shown experimentally that dislocation loops are far less mobile than MD simulations would imply [159, 182, 184]. Trap-mediated diffusion would need to be accounted for to include this behavior in the model [182]. Assumption three is valid, as the binding energy of larger defects increases rapidly with size (Fig. 5-6). Finally, assumption four is unlikely to have a large effect considering that a-loop and c-loop number densities rapidly dwarf those of dislocation lines [98, 99].

For this article, we specifically attempt to model neutron-irradiated single crystalline Zr in order to compare with the irradiation growth behavior reported by Carpenter et al. [3, 4]. Thus, grain boundary sinks are ignored. Furthermore, there is no alloying content in this current model; future work must consider alloying effects to predict Zr alloy growth behavior.
Table 7-1. CD model parameters to describe microstructural evolution in neutron-irradiated single-crystalline Zr. The tables or figures for which critical parameters can be found are referenced.

<table>
<thead>
<tr>
<th>Description</th>
<th>Symbol</th>
<th>Value</th>
<th>Source/Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diffusion within the basal plane</td>
<td>$D_i^b$</td>
<td>Varies based on Eq. (7-2)</td>
<td>Tables 2,3 in [159]</td>
</tr>
<tr>
<td>Diffusion along the c-axis</td>
<td>$D_i^c$</td>
<td>Varies based on Eq. (7-2)</td>
<td>Tables 2,3 in [159]</td>
</tr>
<tr>
<td>Anisotropy factor of diffusion</td>
<td>$p$</td>
<td>Varies based on Eq. (7-4)</td>
<td>[46]</td>
</tr>
<tr>
<td>Anisotropic capture efficiency for dislocation lines</td>
<td>$P(\lambda)$</td>
<td>Varies based on Eq. (2-4)</td>
<td>[46]</td>
</tr>
<tr>
<td>Anisotropic capture efficiency for dislocation loops</td>
<td>$P_i^l(\lambda)$</td>
<td>Varies based on Eq. (7-7)</td>
<td>[46, 110]</td>
</tr>
<tr>
<td>Loop ellipticity</td>
<td>$e$</td>
<td>Vacancy a-loops: 0.80</td>
<td>[17]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Interstitial a-loops: 0.95</td>
<td></td>
</tr>
<tr>
<td>Atomic volume</td>
<td>$\Omega$</td>
<td>23.4 Å$^3$</td>
<td>[37]</td>
</tr>
<tr>
<td>Volumetric defect generation rate</td>
<td>$g_i$</td>
<td>Varies for each cluster (Fig. 4-9)</td>
<td>Tables 4,5 in [9]</td>
</tr>
<tr>
<td>a-type dislocation line density</td>
<td>$\rho_a^a$</td>
<td>Single crystal: 7.25x10$^6$ cm$^{-2}$</td>
<td>[101, 165]</td>
</tr>
<tr>
<td>c-type dislocation line density</td>
<td>$\rho_a^c$</td>
<td>Single crystal: 2.25x10$^6$ cm$^{-2}$</td>
<td>[101, 165]</td>
</tr>
<tr>
<td>SIA/dislocation line elastic bias</td>
<td>$Z_a^\perp$</td>
<td>1.1</td>
<td>[46, 98]</td>
</tr>
<tr>
<td>Vacancy/dislocation line elastic bias</td>
<td>$Z_a^\parallel$</td>
<td>1.0</td>
<td>[46, 98]</td>
</tr>
<tr>
<td>Spontaneous interaction distance for spherical clusters</td>
<td>$r_{ij}^0$</td>
<td>6.45x10$^{-8}$ cm</td>
<td>Based on $r_{iv}$ in [98-100]</td>
</tr>
<tr>
<td>Spontaneous dislocation loop capture radius</td>
<td>$r_d$</td>
<td>Varies for each cluster (Table 6-1)</td>
<td>Not yet published</td>
</tr>
<tr>
<td>Thermal drift dislocation loop capture radius</td>
<td>$r_{d}^{th}$</td>
<td>Varies for each cluster (Eq. (7-17), Table 6-3)</td>
<td>Not yet published</td>
</tr>
<tr>
<td>Cluster binding energy</td>
<td>$E_{n,i}^\perp$</td>
<td>Varies for each cluster (Eq. (7-22))</td>
<td>[159]</td>
</tr>
<tr>
<td>Dpa rate for neutron irradiation</td>
<td>–</td>
<td>8.93x10$^{-8}$ dpa/s</td>
<td>SPECTRA-PKA [106]</td>
</tr>
<tr>
<td>Neutron fluence corresponding to 1 dpa of the NRT standard dose</td>
<td>–</td>
<td>1.14x10$^{25}$ n/m$^2$</td>
<td>[4]</td>
</tr>
</tbody>
</table>
7.2 Expected a-loop characteristics from experiments

Table 7-2 summarizes a-loop number densities, mean diameters, and the relative percent of interstitial to vacancy a-loops for a range of temperatures in pure and alloyed Zr. There are quite a few factors that simultaneously affect a-loop characteristics. An increase in irradiation temperature results in loop coarsening, reducing the loop number density and increases the average loop diameter. A similar effect is noted for an increase in the neutron fluence at any given temperature. For example, between a fluence of $3.8 \times 10^{23}$ n/m$^{-2}$ and $1.3 \times 10^{25}$ n/m$^{-2}$ at 573 K (pure Zr), average a-loop diameters increase from 9 nm to 18.6 nm with a corresponding decrease in their number densities. It is therefore necessary to consider the particle fluence when comparing a-loop characteristics in order to drive a fair discussion for trends. When considering the relative fraction of interstitial to vacancy a-loops, it is clear from experiments that there is a greater fraction of interstitial loops at lower temperatures; the reverse is true at higher temperatures. It is unclear why exactly this would be the case, but it may be related to the production bias of mobile defects. At higher temperatures, immobile vacancy clusters would have higher dissociation rates and produce a greater number of mobile vacancy defects, which may drive an enhanced vacancy a-loop growth [39, 41].

Perhaps most interesting is a comparison between the pure Zr and alloyed Zr behavior. The general trend evident from the data in Table 7-2 is that a-loops form with notably smaller diameters and higher number densities in alloyed Zr. It is unclear what mechanism is driving this change in a-loop formation, but two possibilities may include: 1) solute interaction with mobile defects and 2) solute screening of dislocation loop strain fields. *Ab initio* calculations have demonstrated an attractive binding energy of Nb to Zr SIAs [185, 186]. A similar binding behavior has been replicated by MS calculations, resulting in reduced SIA diffusivities in MD simulations [30, 187, 188]. A reduction in defect mobility could be correlated to reduced a-loop sizes in an analogous manner to lower-temperature irradiation conditions. Additionally, APT and EDS analyses indicate a strong tendency for Fe, Cr, Ni, and Sn to segregate to dislocation structures [20, 63]. Similar behavior has been reported with molecular statics calculations of Ni and Fe segregation to a-loops [31, 61]. It is not unreasonable to assume that this behavior could result in strain field screening. As was shown in Chapter Six, long-range capture of defects is directly correlated to the stress imparted on the surrounding matrix, and any alteration of this stress state could change the defect capture behavior of dislocation loops.

A physically-relevant CD model should be able to capture the a-loop characteristic trends discussed in this section. For this work, we focus on the lower-temperature irradiation data for pure Zr in order to reduce the phase space requirements when testing the model. In particular, we attempt to benchmark our model predictions against the two data points at 573K: the low-fluence $3.8 \times 10^{23}$ n/m$^{-2}$ (0.033 dpa) data reported by Jostsons et al. [17] and the high-fluence $1.3 \times 10^{25}$ n/m$^{-2}$ (1.15 dpa) data provided by Gilbert et al. [29]. The a-loop size distribution histograms reported in these two works are
Table 7-2. Experimental data of a-loop characteristics in neutron-irradiated α-Zr.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Neutron fluence</th>
<th>Loop Density</th>
<th>Mean Diameter</th>
<th>Interstitial Loops</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure Zr</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>573 K</td>
<td>3.8 x 10^{23} m^{-2}</td>
<td>1.2 x 10^{22} m^{-3}</td>
<td>9 nm</td>
<td>-</td>
<td>[17]</td>
</tr>
<tr>
<td></td>
<td>1.3 x 10^{25} m^{-2}</td>
<td>5.0 x 10^{21} m^{-3}</td>
<td>18.6 nm</td>
<td>-</td>
<td>[29]</td>
</tr>
<tr>
<td>623 K</td>
<td>2.0 x 10^{23} m^{-2}</td>
<td>8.0 x 10^{20} m^{-3}</td>
<td>&lt;10 nm</td>
<td>-</td>
<td>[17]</td>
</tr>
<tr>
<td></td>
<td>5.3 x 10^{23} m^{-2}</td>
<td>2.7 x 10^{21} m^{-3}</td>
<td>23 nm</td>
<td>47 – 63 %</td>
<td>[17]</td>
</tr>
<tr>
<td>668 K</td>
<td>3.3 x 10^{23} m^{-2}</td>
<td>7.0 x 10^{20} m^{-3}</td>
<td>33 nm</td>
<td>23 – 33 %</td>
<td>[17]</td>
</tr>
<tr>
<td></td>
<td>6.4 x 10^{23} m^{-2}</td>
<td>2.0 x 10^{20} m^{-3}</td>
<td>65 nm</td>
<td>9 – 33 %</td>
<td>[17]</td>
</tr>
<tr>
<td></td>
<td>18.0 x 10^{23} m^{-2}</td>
<td>2.0 x 10^{20} m^{-3}</td>
<td>&gt;62 nm</td>
<td>37 – 55 %</td>
<td>[17]</td>
</tr>
<tr>
<td>673 K</td>
<td>3.3 x 10^{23} m^{-2}</td>
<td>7.0 x 10^{20} m^{-3}</td>
<td>33 nm</td>
<td>-</td>
<td>[194]</td>
</tr>
<tr>
<td></td>
<td>1.0 x 10^{25} m^{-2}</td>
<td>8.5 x 10^{20} m^{-3}</td>
<td>54 nm</td>
<td>32 %</td>
<td>[16]</td>
</tr>
<tr>
<td></td>
<td>1.2 x 10^{25} m^{-2}</td>
<td>5.0 x 10^{20} m^{-3}</td>
<td>50 nm</td>
<td>53 %</td>
<td>[29]</td>
</tr>
<tr>
<td>723 K</td>
<td>1.3 x 10^{25} m^{-2}</td>
<td>1.0 x 10^{18} m^{-3}</td>
<td>-</td>
<td>-</td>
<td>[195]</td>
</tr>
<tr>
<td>Zircaloy-2</td>
<td>523 K</td>
<td>3.1 x 10^{24} m^{-2}</td>
<td>2.9 x 10^{22} m^{-3}</td>
<td>8.6 nm</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>553 – 603 K</td>
<td>1.0 x 10^{25} m^{-2}</td>
<td>1.5 x 10^{21} m^{-3}</td>
<td>5 nm</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>573 K</td>
<td>1.3 x 10^{25} m^{-2}</td>
<td>1.9 x 10^{22} m^{-3}</td>
<td>6.5 nm</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>615 K</td>
<td>1.0 x 10^{25} m^{-2}</td>
<td>2.6 x 10^{22} m^{-3}</td>
<td>8.7 nm</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>673 K</td>
<td>1.2 x 10^{25} m^{-2}</td>
<td>2.8 x 10^{20} m^{-3}</td>
<td>60 nm</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>1.0 x 10^{25} m^{-2}</td>
<td>6.2 x 10^{21} m^{-3}</td>
<td>20.1 nm</td>
<td>33 – 45 %</td>
<td>[18]</td>
</tr>
<tr>
<td>Zr-2.5Nb</td>
<td>573 K</td>
<td>1.3 x 10^{25} m^{-2}</td>
<td>-</td>
<td>7.0 nm</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>673 K</td>
<td>1.2 x 10^{25} m^{-2}</td>
<td>-</td>
<td>37 nm</td>
<td>-</td>
</tr>
</tbody>
</table>
provided in Fig. 7-1(a) and Fig. 7-1(b). At 0.033 dpa, we therefore expect a narrow distribution of α-loops with a mean diameter of 9 nm (1.2x10^{22} m^{-3} density), and at 1.15 dpa, we expect a wide distribution of α-loops with a mean of 18.6 nm (5x10^{21} m^{-3} density).

7.3 Incremental implementation of physics into the CD model

The CD model proposed here incorporates a wide range of robust physics that has often been neglected or simplified. For example, cluster dissociation is ignored in many recent modeling attempts [96, 97, 101] or is only included for di-interstitials [100]. Despite simulating neutron irradiation, most models only consider point defect creation [96, 97, 99, 101] or only consider small SIA cluster formation, but with unreasonably low clustering fractions [100]. Point defect diffusion is often wrongly assumed to be isotropic [96, 97], or only single SIAs are assumed to migrate anisotropically [99-101]. In addition to these unphysical assumptions, these models often used assumed or manually adjusted values for important parameters such as defect diffusivities.

In Section 7.3.1, we will detail the common assumptions and input parameters that have been implemented in recent modeling attempts and apply these to our CD model. Once it is demonstrated that these parameters and assumptions cannot accurately predict known microstructure evolution in irradiated Zr, the robust physics dataset detailed in Table 7-1 will be introduced to the CD model incrementally. As such, the effect of each of the physical parameters will be showcased individually. In Section 7.3.4, the CD model predictions with all of the physics included will be shown. Finally, a key modification to the defect production rates will be outlined in Section 7.3.5 to account for cascade overlap effects. The intent of Section 7.3 is to demonstrate the importance of scale-bridging computational modeling to develop more accurate mechanistic models for microstructural evolution.

7.3.1 Reproducing past literature results using commonly assumed inputs

Common assumptions and input values in past literature include:

1. Only point defects are produced by neutron damage at the NRT standard rate (\(G = 10^{-7} \text{ dpa s}^{-1} = 4.3x10^{15} \text{ point defects s}^{-1}\text{cm}^{-3}\)) [98-101].
2. Clusters do not dissociate [96, 97, 101].
3. Defect clusters are immobile [96-99, 101].
4. Single interstitials diffuse with a manually adjusted value of \(\bar{D}_i = 10^{-6} \text{ cm}^2\text{s}^{-1}\) and an assumed anisotropy factor of \(p = 0.765\) [98-101].
5. Monovacancies migrate isotropically with a manually adjusted value of \(D_v = 3.0x10^{-17} \text{ cm}^2\text{s}^{-1}\) [98-101].
**Fig. 7-1.** Dislocation a-loop size distribution histograms reported by a) Jostons et al. for a range of temperatures between 573K and 668K [17]; b) Gilbert et al. at 573K [29].
In order to demonstrate how well these assumptions and parameters represent the underlying mechanisms of irradiation damage evolution, we incorporated these values into the CD framework outlined in Section 7.1. We first demonstrate the CD model predictions of damage evolution based on these commonly assumed literature values in Fig. 7-2 (T = 573K). In agreement with past literature [98-101], the point defect concentrations diverge at low fluence and eventually saturate at ~1.0 dpa. The difference in point defect saturation concentrations is driven by the considerable discrepancy in their diffusivities ($\bar{D}_i = 10^{-6} cm^2 s^{-1}$, $D_v = 3.0 \times 10^{-17} cm^2 s^{-1}$). Monovacancies are largely unable to interact with surrounding sinks until their concentrations grow large enough to compensate for the low interaction rates. The effect that this has on dislocation a-loop evolution with fluence is clear in Fig. 7-2(b); that is to say, vacancy a-loops do not nucleate or grow! This behavior has been reported in literature with past CD models [99], and due to the difficulty in simultaneous growing vacancy and interstitial a-loops, vacancy a-loops are ignored in more recent modeling attempts [100-102]. It is known from experiments that vacancy a-loops form in both pure and alloyed Zr, and are even more abundant than interstitial a-loops for many irradiation conditions [13, 14, 17, 18, 29, 34, 173]. It is for this reason that we conclude that these common assumptions and parameter values should not be used in future modeling attempts, as they do not accurately produce a physically-relevant damage evolution profile. In the following sections, we will incrementally introduce the more robust dataset outlined in Table 7-1 to demonstrate the improvements to model predictions.

### 7.3.2 Effect of defect cluster generation rates based on MD data ($g_i$)

We first address the common assumption that only point defects are produced from neutron irradiation at the standard NRT rate. It is widely reported from MD simulations that the surviving fraction of the NRT-predicted number of defects is only a small percentage (~15-20%). Applying defect generation at the NRT standard rate corresponds to a sizeable over-estimation in the defect source term. Furthermore, a significant fraction (up to 40 – 60 %) of surviving defects are contained in defect clusters. In fact, even large dislocation loops can directly nucleate from high-energy cascade events [9, 12]. Therefore, the first improvement that we implement to the CD model is incorporating the volumetric defect generation rates presented in Fig. 4-9 [9]. Because the volumetric generation rates are based on MD cascade data, they inherently incorporate the NRT survival fraction of defects as well as defect clustering.

Fig. 7-3 shows the improvements to the defect evolution prediction when incorporating the volumetric generation rates rather than simply assuming point defect generation. With this one change alone, the difference is notable when comparing to Fig. 7-2. There are two main contributors to this behavior: 1) fewer point defects are produced due to in-cascade recombination and defect clustering ($\dot{g}_{1I} = 4.14 \times 10^{14} cm^{-3} s^{-1}$, $\dot{g}_{1V} = 3.0 \times 10^{14} cm^{-3} s^{-1}$ compared to $\dot{g}_{NRT} = 4.3 \times 10^{15} cm^{-3} s^{-1}$) and 2) defect clusters up to a size
Fig. 7-2. CD model predictions at $T = 573\text{K}$ for a) point defect concentrations as a function of fluence and b) vacancy and interstitial a-loop size distributions at 1.0 dpa when incorporating common assumptions and parameter values from literature.
Fig. 7-3. CD model predictions at $T = 573K$ for a) point defect concentrations as a function of fluence and b) vacancy and interstitial a-loop size distributions at 1.0 dpa when incorporating common assumptions and parameter values from literature. The simulation is modified from Fig. 7-2 by using the volumetric defect generation rates calculated with MD displacement cascade data (Fig. 4-9) rather than assuming simple point defect generation at the NRT standard rate.
of 70 defects are directly generated from cascades. These two factors assist in the nucleation of vacancy a-loops and reduce the growth of interstitial a-loops. The total concentration of mobile SIAs is overall reduced due to the higher density of available clusters to interact with.

7.3.3 **Comparing dissociation rates for all defect clusters**

The magnitude of the dissociation rate constant (Eq. (7-19)) is dependent on two factors: 1) the monomer binding energy to the parent cluster and 2) the forward rate constant for the inverse clustering reaction [105]. The former is calculated with Eq. (7-22) based on molecular statics calculations of defect cluster formation energies with the BMD19 potential (Fig. 5-9) [159]. The forward rate constant is calculated with Eq. (7-12) for spherical clusters and Eq. (7-14) for dislocation loops; both of these expressions depend directly on the diffusivity of the monomer being emitted from the cluster. As the diffusivity of the monomer decreases, the rate of dissociation correspondingly decreases; conceptually, a less mobile monomer is more likely to be re-captured by the cluster from which it was emitted. Thus, the dissociation rate constants have been compared in Fig. 7-4 for two different cases: 1) using the commonly-assumed values for point defect diffusivities in literature (dashed lines) and 2) using the diffusivities calculated through MD simulations with the BMD19 potential (solid lines).

When considering common literature values for point defect diffusivities, the dissociation rate constants for vacancy clusters are several orders of magnitude lower than equivalent interstitial clusters, despite the lower binding energies of vacancy clusters. Conversely, when performing the identical calculation with point defect diffusivities derived from MD simulations (Table 5-2 and Table 5-3), vacancy clusters show notably larger dissociation rates than interstitial clusters. This is now consistent with the concept of the production bias theory which relies on the thermal dissociation of vacancy clusters at higher temperatures to describe key irradiation phenomenon [39, 41]. It is clear that the manually adjusted value for monovacancy diffusion that is often used in modeling attempts is far too low to properly describe damage evolution behavior. The effect of the updated dissociation rates shown in Fig. 7-4 will be demonstrated in the following section with the implementation of MD-based point defect and defect cluster mobilities into the CD model.

7.3.4 **Effect of point defect and defect cluster mobility**

Defect mobility is incorporated into the CD model based on the parameter datasets in Table 5-2 for interstitials and Table 5-3 for vacancies which were calculated directly from MD simulations with the BMD19 potential [159]. The calculated diffusivities, anisotropy factors, and anisotropic capture efficiencies for interstitial and vacancy a-loops at T = 573K are tabulated in Table 7-3. Both types of point defects migrate with a preference for basal-plane diffusion ($p < 1$). Interstitial clusters are predominantly basal plane diffusers ($p << 1$).
Fig. 7-4. Dissociation rate coefficients at $T = 573K$ for interstitial clusters (black) and vacancy clusters (red) as a function of cluster size. Solid curves are based on calculations with the defect diffusivities in this work (Table 5-2, Table 5-3) while dashed curves consider common diffusivities that have been manually adjusted in literature [98-101].
Table 7-3. Mobile defect diffusivities and anisotropy ratios at T = 573K calculated based on MD data gathered with the BMD19 potential (Table 5-2, Table 5-3). The anisotropic capture efficiency for defect capture at interstitial a-loops, $p^{a,I}(\lambda)$, and vacancy a-loops, $p^{a,V}(\lambda)$, is also listed.

<table>
<thead>
<tr>
<th>Mobile Species</th>
<th>$D^a$ (cm$^2$ s$^{-1}$)</th>
<th>$D^c$ (cm$^2$ s$^{-1}$)</th>
<th>$\bar{D}$ (cm$^2$ s$^{-1}$)</th>
<th>$p$</th>
<th>$p^{a,I}(\lambda)$</th>
<th>$p^{a,V}(\lambda)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_1$</td>
<td>7.8x10^{-5}</td>
<td>1.6x10^{-5}</td>
<td>4.6x10^{-5}</td>
<td>0.77</td>
<td>1.3</td>
<td>1.4</td>
</tr>
<tr>
<td>$I_2$</td>
<td>3.1x10^{-5}</td>
<td>4.8x10^{-7}</td>
<td>7.7x10^{-6}</td>
<td>0.50</td>
<td>2.7</td>
<td>3.0</td>
</tr>
<tr>
<td>$I_3$</td>
<td>2.5x10^{-6}</td>
<td>4.8x10^{-9}</td>
<td>3.1x10^{-7}</td>
<td>0.35</td>
<td>5.4</td>
<td>6.1</td>
</tr>
<tr>
<td>$V_1$</td>
<td>1.1x10^{-7}</td>
<td>3.0x10^{-8}</td>
<td>7.0x10^{-8}</td>
<td>0.80</td>
<td>1.2</td>
<td>1.3</td>
</tr>
<tr>
<td>$V_2$</td>
<td>2.2x10^{-7}</td>
<td>5.9x10^{-7}</td>
<td>3.1x10^{-7}</td>
<td>1.17</td>
<td>0.95</td>
<td>0.90</td>
</tr>
<tr>
<td>$V_3$</td>
<td>2.8x10^{-9}</td>
<td>2.0x10^{-9}</td>
<td>2.5x10^{-9}</td>
<td>0.94</td>
<td>1.1</td>
<td>1.1</td>
</tr>
<tr>
<td>$V_4$</td>
<td>9.9x10^{-6}</td>
<td>3.7x10^{-8}</td>
<td>1.5x10^{-6}</td>
<td>0.39</td>
<td>4.3</td>
<td>4.8</td>
</tr>
<tr>
<td>$V_5$</td>
<td>1.6x10^{-8}</td>
<td>1.6x10^{-5}</td>
<td>1.6x10^{-7}</td>
<td>3.18</td>
<td>2.1</td>
<td>1.7</td>
</tr>
<tr>
<td>$V_6$</td>
<td>2.1x10^{-8}</td>
<td>2.4x10^{-6}</td>
<td>2.2x10^{-6}</td>
<td>1.03</td>
<td>1.0</td>
<td>0.98</td>
</tr>
</tbody>
</table>
while vacancy clusters generally migrate quasi-isotropically \((p \sim 1)\) or with a preference along the c-axis \((p > 1)\) depending on the cluster size. Mobile defects with low anisotropy factors will preferentially interact with prismatic a-loops; the lower the anisotropy factor, the stronger the bias for their capture at a-loops. In addition, vacancy a-loops are more elliptical than interstitial a-loops [17] and this results in an elongation of these loops along the c-axis. As a consequence, mobile defects with low anisotropy factors will have a greater bias for capture at vacancy a-loops than interstitial a-loops, as is seen in Fig. 2-3 and Table 7-3. The behavior described here is expected to play a considerable role in microstructure evolution in \(\alpha\)-Zr. Furthermore, MD simulations (as well as \textit{ab initio} calculations [49]) indicate that vacancy diffusion is much faster than has been assumed in previous models [98-101]. This is consistent with the “anomalous self-diffusion” and “facile vacancy migration” that has been coined based on Hood’s experimental observations in \(\alpha\)-Zr [50].

We first analyze the effect of cluster dissociation and defect mobility on the concentrations of point defects and small defect clusters in Fig. 7-5. The most notable differences are seen for monovacancies and vacancy clusters, for which the average defect concentrations are orders of magnitude lower than what was predicted using literature values for parameters. The reduction in monovacancy concentrations is predominantly driven by enhanced interaction with sinks and defect clusters as a result of the larger diffusivity \((\bar{D}_v = 7.0 \times 10^{-8} \text{ cm}^2 \text{ s}^{-1}\) compared to \(D_v = 3.0 \times 10^{-17} \text{ cm}^2 \text{ s}^{-1}\) at 573 K). The reduction in vacancy cluster concentrations is driven predominantly by losses due to cluster dissociation rates (Fig. 7-4) which were originally negligible when using commonly assumed values for vacancy diffusivities. Mobile interstitial clusters observe a steady decline in their concentrations as they interact with surrounding sinks.

The effect of defect mobility on the dislocation loop evolution in \(\alpha\)-Zr is highlighted in Fig. 7-6 when compared to Fig. 7-3. We now observe considerable interstitial loop growth and notable vacancy loop growth; the number densities of both types of loops are now in the range predicted by experimental data (Table 7-2). While the average loop diameters have also increased, they still fall below experimental predictions for \(T = 573 \text{ K}\) at a dose of 1.15 dpa. For this irradiation condition, Gilbert et al. predict average a-loop diameters of 18.6 nm as seen in Fig. 7-1(b). It is worth noting that the dislocation capture radii are still considered to be zero for this calculation, and variations in this parameter can drive differences in the clustering reaction rates for these loops.

### 7.3.5 Effect of dislocation loop defect capture radii

The dislocation loop capture radii affects the sharpness of the transition between spherical and toroidal clustering kinetics (Eq. (7-15)) as well as the magnitude of the toroidal reaction rate (Eq. (7-17)). In Chapter Six, loop capture radii were calculated with two different analysis methods: spontaneous capture and thermal drift capture. Considering the spontaneous method, most dislocation loops observed biased capture of interstitials (Fig. 6-9); when considering the thermal drift method, an inherent bias was demonstrated for the
Fig. 7-5. Defect concentrations for a) vacancy and b) interstitial defects in the size range of $1 \leq n \leq 9$ is shown before and after incorporating cluster dissociation for all clusters and MD-based diffusivities at $T = 573K$. 
Fig. 7-6. CD model predictions at 573K for the cluster size distribution at 1.0 dpa after incorporating the volumetric defect generation rates, defect mobility, dissociation rates based on the dataset outlined in Table 7-1.
capture of same-type defects at dislocation loops (i.e. vacancy capture at vacancy loops). The effect that capture radii have on point defect reaction rates with interstitial and vacancy a-loops is demonstrated in Fig. 7-7 Interaction rates are compared for calculations that incorporate no capture radii \( r_d = 0 \), spontaneous capture radii, and thermal drift capture radii, respectively. For the case with no capture radii, capture rates are simply based on the size of the loop as well as the size and mobility of the captured defect. When incorporating spontaneous radii into the calculation, the consequence is a general increase in the magnitude of the interaction rates due to the enhanced reaction volume. Because the spontaneous capture radii are similar for all dislocation loops for a given point defect, there is a slight bias for point defect capture at vacancy a-loops due to the anisotropic capture efficiency factor, as was discussed in Section 7.3.4. Conversely, thermal drift radii show a greater deviation depending on the type of captured defect and the type of loop. Due to the inherent bias for the capture of same-type defects, interaction rates are higher between single SIAs and interstitial a-loops and vice versa (Fig. 7-7(c)). This is a significant difference in the capture behavior between calculations with spontaneous and thermal drift radii.

The resultant size distribution of dislocation loops using spontaneous and thermal drift capture radii are given in Fig. 7-8(a) and Fig. 7-8(b), respectively. These simulations were performed with the full dataset outlined in Table 7-1. When incorporating spontaneous capture radii, the model predictions are similar to the case with no capture radii (Fig. 7-6). While the reaction rates are all larger in magnitude, the SIA bias for absorption at dislocation loops drives interstitial loop growth. The necessity for a mechanistic bias, then, is quite evident in order to drive simultaneous vacancy loop growth. One potential bias is inherent in the magnitudes of the thermal capture radii for same-type defects, and incorporating these values into the CD model results in the loop distributions seen in Fig. 7-8(b) at 1.0 dpa and \( T = 573 \text{K} \). For the first time reported in literature, simultaneous growth of interstitial and vacancy a-loops is predicted mechanistically. However, based on the experimental results of Gilbert et al. [29], the resulting a-loop number densities and diameters are still over-predicted.

7.3.6 Accounting for defect production saturation due to cascade overlap effects

The volumetric generation rates for defects \( g_i \) that were described in Section 7.3.2 and shown in Fig. 4-9 are based on the MD displacement cascade data overviewed in Chapter Four. These cascades are typically run in a pristine simulation box free of any pre-existing defects. As such, the defect generation data is only representative of very low doses for which defect concentrations remain dilute. It has been demonstrated recently in pure W that the reduction in thermal diffusivity saturates at a dose of \(~0.1\) dpa under continuous 20 MeV self-ion irradiation at room temperature [189]. When calculating the Frenkel Pair density
Fig. 7-7. Point defect interaction rates with dislocation loops as a function of the loop radius when calculated using a) no capture radii, b) spontaneous capture radii, and c) thermal drift capture radii.
Fig. 7-8. CD model predictions at 573K for the cluster size distribution at 1.0 dpa using the full dataset and framework described in this work. These simulations were run using a) spontaneous capture radii and b) thermal drift capture radii, respectively.
correlated with the reduction in thermal diffusivity, it is clear that the defect fraction deviates from the expected behavior at ~0.005 dpa (Fig. 7-9). Consecutive MD displacement cascades were later performed in a single simulation box of pure W, and defect production was found to saturate when the defect density approached an atomic fraction of 0.004 below a dose of ~0.1 dpa due to cascade overlap effects [190]. In α-Zr, there is experimental evidence that the defect yield begins to saturate at some dose below ~0.1 dpa [191] and sequential displacement cascades predict defect production saturation at ~0.03 dpa [192]. It is therefore plausible to believe that the volumetric generation rates in a CD model should not remain constant as defect concentrations build up, and should instead begin to saturate at low dose.

Ideally, cascade overlap effects should be incorporated into the CD model in such a way that existing defect populations are affected by cascade events. This would require a robust implementation capable of tracking cluster growth or shrinkage, but the data required to adequately inform such an implementation has not yet been reported. As such, we have included cascade overlap effects in a simpler form: a reduction in the volumetric defect generation rates with increasing dose, \( d \). The “effective” generation rates, \( \dot{g}^*(d) \), are defined in terms of a cascade efficiency factor, \( \eta(d) \), and the original volumetric generation rates, \( \dot{g} \):

\[
\dot{g}^*(d) = \dot{g} \cdot \eta(d)
\]  
\[
\eta(d) = 1 - \tanh(C \cdot d)
\]

The constant \( C \) controls the steepness of the hyperbolic curve with increasing dose. Three potential hyperbolic tangent fits are plotted in Fig. 7-10 to demonstrate their effects on microstructural evolution predictions: \( \eta_1, \eta_2, \) and \( \eta_3 \) which correspond to production saturation at 1.0, 0.1, and 0.01 dpa, respectively. The closest agreement with experimental data is found when implementing the \( \eta_2 \); this is fully consistent with the saturation dose estimated by various experimental and computational reports in literature for pure W and α-Zr [189-191]. As such, the \( \eta_2 \) fit was optimized to provide the best agreement between our CD model prediction of α-loops characteristics and those reported for neutron-irradiated single-crystalline Zr at 573K (Table 7-2). The optimized cascade efficiency curve is plotted in terms of NRT dpa and total defect concentration in Fig. 7-11(a) and Fig. 7-11(b), respectively. Here, total defect concentration is defined as the total number of Frenkel Pair defects, \( C_{FP} \), in the system. The optimized curves for these two conditions are given, respectively:

\[
\eta(d) = [1 - \tanh(3.05 \times 10^{-6} \cdot d)] + 0.02
\]  
\[
\eta(C_{FP}) = [1 - \tanh(9.11 \times 10^{-26} \cdot C_{FP})] + 0.02
\]

With the incorporation of the full dataset in Table 7-1 and the optimized defect
Fig. 7-9. Saturation of produced defects due to cascade overlap effects are predicted by a) thermal diffusivity experiments [189] and b) MD sequential displacement cascade simulations [190].
Fig. 7-10. Three representative curves are shown for the cascade efficiency parameter, $\eta$, which directly reduces the volumetric defect generation rates as a function of fluence. The resultant defect size distributions at 1.0 dpa are shown.
Fig. 7-11. Optimized cascade efficiency factor curve as a function of a) NRT dpa and b) total defect concentration.
generation rates accounting for cascade overlap (Eq. (7-23) and Eq. (7-25)), the dislocation loop distributions are shown in Fig. 7-12(a), Fig. 7-12(b), and Fig. 7-12(c) at 0.033, 1.15, and 3.0 dpa. Corresponding loop size distribution histograms are shown in Fig. 7-12(d), Fig. 7-12(e), and Fig. 7-12(f), respectively. The results at 0.033 dpa offer a direct comparison to the work of Jostsons et al. at 573K for which the average reported a-loop diameter and number density are 9 nm and 1.2x10²² m⁻³, respectively [17]. Similarly, the results at 1.15 dpa offer a direct comparison to the work of Gilbert et al. at 573K for which the average reported a-loop diameter and number density are 18.6 nm and 0.5x10²² m⁻³, respectively [17]. When considering average loop diameters and size distributions, our CD model agrees remarkably well with these two experimental reports. These doses are generally below the incubation dose for c-loop nucleation, so our model (which currently only considers a-type dislocation loops) should remain valid [13, 32-34]. One oddity of the current model is an over-prediction of a-loop number densities by a factor of ~2.5 at 1.15 dpa. We would expect from the trends observed in Table 7-2 that a-loops should coarsen with increasing neutron fluence and number densities should correspondingly decrease. The CD model proposed here accurately predicts a-loop coarsening, but the number densities only decrease slightly. Otherwise, the implementation of a wide range of informed physics has produced a surprising representation of microstructure evolution in α-Zr. In addition to predicting accurate a-loop size distributions, our CD model generates a near equal number of vacancy and interstitial a-loops. While the relative fraction of interstitial-to-vacancy a-loops is not reported at 573K, the general trend from higher-temperature irradiations suggests that an equal ratio should be expected.

### 7.4 Recommended future improvements to the CD model

The CD framework and dataset described in this work performs excellently for modeling microstructure evolution in neutron-irradiated pure Zr. There are, however, three critical areas that require future improvement: 1) basal c-loop nucleation and growth, 2) the effect of alloying elements and impurities, and 3) spatial dependence, including possible extension of the model to account for elastic interactions, of the defect cluster populations. The first of these areas for improvement will be addressed in the following chapter. As for the second area, it is clear that the presence of solute/impurities can influence the microstructure evolution behavior. Take for example the differences in a-loop characteristics for pure and alloyed Zr in Table 7-2. Furthermore, breakaway growth behavior appears to be strongly correlated with the solute content of various zirconium alloys [13, 32, 35, 43]. In order to incorporate solute effects into the model, we must first understand how exactly the solute modifies the fundamental mechanisms introduced here. For example, the migration of Fe-V complexes may be facilitated along the c-axis which would alter the anisotropy ratio of diffusion for the affected vacancies [57, 58]. Similarly, Nb binding with SIAs may restrict their migration and reduce their diffusivities [185, 188]. A larger database of lower-length scale data is needed to inform solute-driven mechanisms in...
Fig. 7-12. CD model predictions at T = 573K for the cluster size distributions at a) 0.033 dpa, b) 1.15 dpa, and c) 3.0 dpa using the full dataset and framework described in this work. The corresponding loop size distribution histograms are given in d), e), and f) respectively. Cascade overlap effects on defect production saturation is incorporated for these simulations.
a CD approach. While this database is not currently available, future parametric studies with the CD model proposed here could indicate which parameters are the most likely to drive the differences in microstructure evolution in pure versus alloyed Zr.

Regarding the spatial dependence of defect clusters, the current CD model assumes that all clusters are randomly and homogeneously distributed. This obviously does not allow for known microstructure behavior such as vacancy a-loop banding [17, 173]. Incorporating spatial dependence of vacancy loops would have two hypothetical effects: 1) self-screening of SIA capture and 2) enhanced concentration of mobile vacancies within the ordered layers. As shown in Chapter Six, vacancy loops exhibit preferential capture of vacancies radial to the loop periphery. Thus, the biased vacancy capture volume would extend above and below the ordered bands of vacancy a-loops, producing an overall net bias for vacancy drift. Additionally, if vacancy clusters spatially order onto these basal sheets, dissociation events would lead to a local super-saturation of mobile vacancies compared with other areas in bulk Zr. It is possible that some or all of these effects may be responsible for the reported growth of vacancy c-loops within these ordered sheets [20], but future work would be needed to verify these hypotheses.

### 7.5 Summary and Conclusions

We have proposed a CD framework and outlined a robust dataset that is capable of accurately reproducing experimental a-loop characteristics in neutron-irradiated pure Zr. This includes the simultaneous growth of vacancy and interstitial a-loops in near-equal fractions, an aspect of irradiation microstructure that has never been successfully modeled before. This milestone highlights the strengths of scale-bridging computational modeling as a tool for understanding irradiation damage effects. Lower-length scale simulations have provided the necessary parameters to accurately model: 1) Production of defects from displacement cascades (including recombination and clustering); 2) dissociation rates for all clusters; 3) point defect and defect cluster mobility (including anisotropy); and 4) dislocation capture radii with spontaneous and thermal drift methods. The effect of each of these key aspects were highlighted and compared to literature-assumed values. While the proposed model over-predicts a-loop number densities at high dose, the results are fully consistent with reported a-loop diameters, size distributions, and relative fractions of interstitial-to-vacancy loops for two separate irradiation experiments at low and moderate dose. We recommend that the dataset and framework described here should be used and improved upon in future studies to further our understanding of irradiation effects in α-Zr.
Chapter Eight:

Cluster Dynamics Modeling of c-Loop Nucleation and Growth

While our original model can accurately represent low-to-moderate fluence irradiation (for which a-loops dominate the microstructure), high fluence irradiated microstructure is characterized by a high number density of faulted basal c-loops [6, 13, 32-34]. The nucleation of these faulted defects has been strongly correlated with the onset of breakaway irradiation growth [4, 36].

Despite the key role that these defects play in the growth phenomenon, there is a lack of consensus in the literature to describe why these defects only nucleate at high fluences. There is considerable evidence that solute species can reduce the incubation dose for breakaway irradiation growth, and can accelerate post-breakaway growth strains [13, 34, 35, 45, 54]. The \textit{ab initio} calculations reported in Chapter Three strongly corroborate the hypothesis that solute segregate to nucleating c-loops and reduce their stacking fault energy [55]. However, the exact role of solute interactions and their role in breakaway growth remains ambiguous. For example, Sn reduces irradiation growth strains at low temperatures but increases growth at high temperatures [64]. Fe was originally believed to accelerate growth strains [35] but recent evidence suggests that Fe may suppress growth strains in certain alloys [56]. Other possible alternative factors for c-loop nucleation include helical climb on cold-work induced \textit{<c+a>} network dislocations [36, 43, 44], vacancy a-loop banding [20], and temperature [33, 42, 44].

While considerable attention has been focused on Zr alloys or cold-worked material, it is important to note that breakaway growth (and, thus, c-loop nucleation) still occurs in single-crystalline high-purity Zr. As such, c-loops should be capable of nucleating without solute-based mechanisms or cold-worked induced microstructure; those factors should simply accelerate c-loop nucleation or growth. One recent theory in the literature is that c-loops do not form from the aggregation of vacancies onto a single basal plane as was originally thought [19, 37, 86]. Instead, faulted basal pyramids (FBPs) are hypothesized to act as pre-cursor structures based on large-scale \textit{ab initio} data [84]. These structures consist of faulted basal bases that contain six pyramidal-faulted faces. FBPs have been reported to directly form in displacement cascades with the A95 interatomic potential [85], have nucleated during displacement cascades on existing a-loops with the M07 potential [21], and are predicted to be lower in energy than basal platelets by the BMD19 potential (Fig. 5-6) [159]. Additionally, triangular vacancy platelets have been reported in He-irradiated Zr thin-
foils [87]. It is possible that these metastable structures could facilitate c-loop nucleation directly from displacement cascades.

There have been two recent modeling attempts to include FBPs as pre-cursors to c-loop formation. Li and Ghoniem assumed that all vacancy clustering will form basal defects [100]. While FBPs are not explicitly included in the model, the authors introduced a parameter, Q, which is described as an absorption efficiency for c-loops. To account for the “lower stability” of FBPs, the authors arbitrarily set Q = 0.2 for any basal clusters with a radius below a critical value of 4 nm. Thus, small c-loops have only a 20% absorption efficiency for mobile defects while large c-loops have a 100% absorption efficiency; this mechanism is considered responsible for the delayed growth of c-loops [100]. While this is an interesting theory, the manually adjusted value of 20% for Q is quite low and not supported by lower-length scale data.

Christiaen et al. developed an Object Kinetic Monte Carlo model to predict microstructural evolution in pure Zr [102]. The authors attempt to describe irradiation growth behavior by implementing anisotropic monovacancy diffusion (which is assumed to be more anisotropic than SIA diffusion based on Samolyuk’s ab initio calculations [49]). A transition probability, p, is introduced with a value between 0 and 1 for cavities to form either vacancy a-loops or FBPs when these clusters reach a size of \( n = 20 \). The authors only achieved agreement with experimental growth rates when vacancy a-loops were entirely neglected and all vacancy clusters were assumed to agglomerate into FBPs. Similar to the model of Li and Ghoniem, this approach completely contradicts known irradiation microstructure, for which vacancy a-loops often form in greater quantities than interstitial a-loops [13, 17].

In this chapter, we modify the CD model proposed in Chapter Seven to incorporate the nucleation of FBPs from displacement cascades. The primary goal is to introduce c-loops while still maintaining agreement with vacancy and interstitial a-loop co-existence. Section 8.1 will first detail the necessary modifications to the CD model and Section 8.2 will demonstrate predictions for c-loop nucleation and growth and identify the key driving parameters. Finally, Section 8.3 will cover the future work that we believe is necessary to satisfactorily describe c-loop growth and, thus, breakaway irradiation growth, using the framework that we have developed here.

### 8.1 Modifications to our CD model to incorporate basal clusters

#### 8.1.1 Description of basal clusters

Basal clusters, denoted as “\( B_n \)” for a size of \( n \), are considered to be FBPs for sizes \( n < n^b_{\text{transition}} \), where \( n^b_{\text{transition}} \) has been estimated to range from \(~91\) vacancies based on MS
calculations [159] to ~325 vacancies based on large-scale \textit{ab initio} calculations [84]. The effect of the selected \(n_{\text{transition}}^{b}\) parameter will be analyzed in Section 8.2.2. Above this critical transition size, \(B_n\) clusters form faulted c-loops with basal habit planes. All \(B_n\) clusters are entirely immobile due to their faulted nature. The radius of a disk-like c-loop with \(n\) vacancies (which was derived in Section 2.1.3) is given by:

\[
r_{n}^{\text{basal}} = a \left( \frac{\sqrt{3}n}{2\pi} \right)^{1/2}
\]

where \(a\) is one of the hcp lattice parameters (~3.232 Å). The ellipticity factor of basal c-loops is considered to be 1.0 (perfectly circular), as has been demonstrated experimentally by Harte et al. [20]. Conversely, FBP\s in this work will be approximated with spherical shapes and capture volumes. Due to their small size and 3-dimensional geometry, this is a valid approximation. It is not appropriate, however, to base their size on the exact expression used for spherical clusters in Section 7.1.1 (Eq. (7-5)). Consider the size of an \(n = 55\) vacancy FBP compared to the size of an equivalent \(n = 55\) vacancy spherical cavity in Fig. 8-1. The spherical cavity is a more compact vacancy cluster with a diameter of 13.4 Å while the FBP is characterized by a base and height of approximately twice this value. An expression was thus derived to approximate an equivalent spherical radius to account for this size discrepancy. Christiaen et al. have reported a full derivation of the volume and surface area for a hexagonal faulted pyramid based on its number of vacancies in \(\alpha\)-Zr [84]. The total surface area of a pyramid with \(n\) vacancies is found by adding the area of the hexagonal base, \(S_{b}\), and the area of six pyramidal faces, \(S_{p}\), which are respectively calculated as:

\[
S_{b} = \frac{\sqrt{3}}{2} a^2 n \quad (8-2)
\]

\[
S_{p} = \frac{a}{2} \sqrt{3a^2 + 4c^2n} \quad (8-3)
\]

where \(c\) is one of the hcp lattice parameters (~5.172 Å). In order to estimate an equivalent spherical radius for the faulted pyramid, we set the total surface area of the pyramid equal to that for a sphere \((4\pi r)\) and solving for the radius:

\[
r_{\text{eq}} = \sqrt{\frac{S_{b} + S_{p}}{4\pi}} \quad (8-4)
\]

For the example of a 55-vacancy cluster, the equivalent spherical radius calculated with Eq. (8-4) is 11.1 Å; this estimate is much more representative of the size of a FBP (Fig. 8-1). For the rest of this work, FBP\s will be approximated as spherical for the purposes of calculating clustering reaction rates.
**Faulted basal pyramid (FBP):**

- \( h = 22.8 \text{ Å} \)
- \( a = 25.6 \text{ Å} \)

**Spherical cavity:**

- \( a = 13.4 \text{ Å} \)

**Fig. 8-1.** The size of a 55-vacancy cluster is contrasted between FBP and spherical cavity configurations. Atomic positions are visualized via CNA where grey atoms represent “unknown” structure and green atoms represent FCC stacking.
8.1.2 Nucleation of basal clusters

FBPs are assumed to nucleate directly from cascade events, as has been noted with the A95 interatomic potential [85]. To verify this observation, five 40 keV displacement cascades were performed as part of this dissertation using the BMD19 potential [78]. The BMD19 potential was modified to include the ZBL potential at small separation distances. These cascades were performed exactly as described in Section 4.1 of Chapter Four. Once the cascades were fully quenched, the resulting simulation boxes were annealed at 800K for 100 ps using an NPT (constant atoms, pressure, and temperature) ensemble to allow for vacancy clusters to form stable configurations. As seen in Fig. 8-2(a), FBPs were observed to form directly in cascade events. It is interesting to note, however, that vacancy a-loops are fully capable of forming from the same cascade events, as seen in Fig. 8-2(b). FBPs are assumed to only be able to nucleate from vacancy clusters with size n > 19 (the smallest observed cluster to form a FBP configuration [159]). Below this size, basal configurations consist of single-layer vacancy platelets on basal planes, which have a high-energy B-B layer contact in the hcp stacking sequence [37, 55, 82, 159]. This unstable basal configuration acts as a nucleation barrier for FBPs, and thus c-loop, formation. It is for this reason that FBPs are assumed to nucleate only from high-energy displacement cascade events, and do not nucleate due to vacancy agglomeration from clustering events ($V_i + V_j \rightarrow V_{i+j}$).

The volumetric generation rates of FBPs is calculated similarly to what has been done for $I_n$ and $V_n$ clusters, as described in Section 2.1.1 and Section 7.1.2. Now, however, the production of vacancy clusters in the size range of $19 < n < 70$ is partitioned between $B_n$ (basal) and $V_n$ (prismatic) clusters. We assume that some fraction of the vacancy clusters produced in this size range, $Q_{nucl}^b$, will form FBP configurations; thus, $(1 - Q_{nucl}^b)$ of vacancy clusters in this range will form vacancy a-loops. The volumetric generation rates of FBPs and vacancy a-loops from displacement cascades can then be calculated respectively as:

$$g_l^B = \sum_{40 \text{ eV}}^{E_{PKA\text{max}}} Q_{nucl}^b * N_l(E) * \phi(E) \quad (8-5)$$

$$g_l^V = \sum_{40 \text{ eV}}^{E_{PKA\text{max}}} (1 - Q_{nucl}^b) * N_l(E) * \phi(E) \quad (8-6)$$

where $N_l(E)$ is the average number of cluster with size $i$ produced from a PKA of energy $E$ and $\phi(E)$ is the number of PKAs produced with energy $E$ per s per volume. Unfortunately, there is no literature regarding the appropriate value of $Q_{nucl}^b$ from displacement cascades in $\alpha$-Zr. This would require a large number of MD simulations of high-energy cascades to and to subsequently anneal the cascade debris to estimate the fraction of vacancy clusters that produce FBPs, and is certainly a recommended avenue for future work. The effect of the magnitude of this parameter will be demonstrated in Section 8.2.1.
Fig. 8-2. 800K NVT anneals of the damage state resulting from 40 keV displacement cascades with the BMD19 potential produced a) a 34V faulted basal pyramid and b) a 52V vacancy a-loop.
8.1.3 Clustering reactions

There are only three possible clustering reactions with $B_n$ clusters: 1) cluster growth through vacancy absorption ($B_n + V_j \rightarrow B_{n+j}$); 2) cluster shrinkage through interstitial absorption ($B_n + I_j \rightarrow B_{n-j}$); 3) cluster annihilation through interstitial absorption ($B_n + I_j \rightarrow \emptyset$). For $B_n$ with $n < n_{\text{transition}}^b$, basal clusters are assumed to have FBP configurations, and their capture volumes are approximated as spherical. As such, the reaction rate constant between basal cluster $i$ and a mobile defect $j$ is defined as:

$$k_{ij}^+ = 4\pi r_{ij} \overline{D_j}$$

(8-7)

For $B_n$ with $n > n_{\text{transition}}^b$, basal clusters form planar c-loop configurations on basal planes. The approach to formulate a reaction rate constant was fully described in Section 2.1.3 and Section 7.1.4; the constant is smoothly transitioned between spherical and toroidal reaction kinetics for a loop $i$ interacting with a mobile defect $j$:

$$k_{i,j, \text{loops}}^+ = \left((1 - \alpha_{ij}) z_{ij}^T \cdot P^{\text{loop}}(\lambda) + \alpha_{ij} z_{ij}^S \right) \overline{D_j}$$

(8-8)

These calculations are performed exactly as was done for a-loops in Chapter Seven. The difference in reaction rates between a-loops and c-loops stems primarily from the value of $P^{\text{loop}}(\lambda)$, the anisotropic capture efficiency for mobile defects. Mobile defects that diffuse predominantly within the basal plane will have higher interaction rates with a-loops than c-loops, as seen in Fig. 2-3. Another parameter which controls the interaction rate is the loop capture radius, $r_d$. Thermal drift radii were used in this chapter and must be calculated at the selected system temperature using the constants in Table 6-3, as was described in Section 7.1.4.

8.1.4 Cluster dissociation

It is assumed that $B_n$ clusters can only emit vacancy monomers ($B_n \rightarrow B_{n-1} + V_1$). All clusters $B_n$ are able to dissociate for $n \geq 19$; a 19-vacancy FBP is assumed to produce a monovacancy and a prismatic vacancy cluster ($B_{19} \rightarrow V_{18} + V_1$). The reaction rate constant can be calculated as a function of the cluster binding energy, and the rate constant for the reverse reaction ($V_1 + B_{n-1} \rightarrow B_n$):

$$k_{n,1}^- = k_{1,n-1}^+ \exp \left( \frac{-E_{n,1}^b}{k_b T} \right)$$

(8-9)

The binding energy of a monomer $i$ to a cluster of size $n$ can be estimated based on the difference in formation energies between the products and reactants.
The formation energy for a FBP with \( n \) vacancies can be estimated by the expression derived by Christiaen et al.:

\[
E_{n,1v} = E_{1v}^f + E_{n-1}^f - E_n^f \tag{8-10}
\]

where \( \nu \) is the Poisson coefficient, \( \mu \) is the shear modulus, \( \Omega \) is a volume factor for the FBP, \( s_p \) is the surface factor of pyramidal facets, \( s_b \) is the basal surface factor, \( \gamma_p \) is the pyramidal stacking fault energy, \( \gamma_b \) is the intrinsic basal stacking fault energy, and \( c_0 \) is a fitting constant [84]. For faulted c-loops, the corresponding formation energy is estimated by the expression derived by Varvenne et al.:

\[
E_{loop}^f(n) = \pi R_1^2 \gamma n + 2\pi f R_1 K \sqrt{n} \ln \left( \frac{R_1 \sqrt{n}}{r_c} \right) \tag{8-12}
\]

where \( R_1 \) is the radius factor, \( \gamma \) is the loop stacking fault energy (basal extrinsic for loops with less than 200 vacancies, basal intrinsic \( I_1 \) otherwise), \( f \) is a shape factor, \( r_c \) is the dislocation core radius, and \( K \) is an elastic constant [37].

### 8.1.5 Overview of assumptions and unknowns in the model

The complete dataset of lower-length scale informed parameters is still given in Table 7-1. Similarly, the assumptions presented for the proposed CD model in Section 7.1.6 are still assumed for the work in this chapter. Additionally, we assume that FBPs act as pre-cursor c-loop structures that nucleate in displacement cascades. These assumptions are based on large-scale \textit{ab initio} calculations that predict lower formation energies of FBPs when compared to faulted basal c-loops below some critical size [84]. The existence of FBPs have also been predicted by the A95, M07, and BMD19 interatomic potentials [84, 85, 159]. In particular, FBPs have been reported to form directly in displacement cascades [85], and this has been confirmed with the BMD19 potential in Fig. 8-2. Despite this evidence from lower-length scale simulations, however, we still consider the formation of FBPs to be a cautious assumption, as these defects have not yet been reported in experimental irradiations (with the exception of similar two-dimensional triangular vacancy platelets reported by Liu et al. [87]). The lack of experimental indication for these defects could be related to their small size, and the fact that a-loop number densities rapidly increase, obscuring the identification of these small defects.

The two key parameters which are not fully known are: 1) the critical size of transformation between FBPs and c-loops; 2) the fraction of vacancy clusters that form FBPs in displacement cascades. The former parameter is reported to lie in the range of \( \sim 91V \) [159] \(< n_{transition}^b \) \( \sim 325V \) [84]. An appropriate value for the latter parameter is currently
unknown and the data required to inform this parameter is not currently available in literature. Likely estimates for the values of these two parameters will be explored in Section 8.2.2 and Section 8.2.1, respectively.

8.2 Key parameters for c-loop nucleation and growth

Because FBPs are assumed to form during displacement cascades, basal defects are nucleated in the CD model continuously through the volumetric generation term, $g_1$. Once a FBP has absorbed enough vacancies to reach $n > n_{transition}^b$, it transforms into a faulted basal c-loop. This process has been confirmed with the BMD19 potential by annealing a FBP containing 91 vacancies (the value of $n_{transition}^b$ predicted by the BMD19 potential) for 500 ps at 800 K; the FBP transforms into a basal extrinsic c-loop during this anneal period. The hypothesis that FBPs may act as c-loop precursors appears plausible, but there must be an explanation for the delayed onset of c-loop growth.

Delayed growth could potentially be explained by the capture tendencies of FBPs for migrating defects. The thermal drift radii for FBP capture of interstitial defects is notably larger than that for vacancies (Table 6-2). Due to the approximately spherical geometries of FBPs, the low anisotropy factor of interstitial diffusion does not reduce their interaction rates. Thus, FBPs are strongly biased for interstitial capture (Fig. 6-9). The delayed growth and transformation of FBPs into c-loops could then be driven by any factor that reduces the net incident SIA flux, the SIA bias, or the number density of FBPs. The factor would need to be fluence-dependent such that this effect only occurs above some incubation dose. In the following sections, we will describe the key parameters that affect the population and growth of FBPs based on our CD model predictions. Possible factors that relate to delayed c-loop growth will be considered.

8.2.1 Nucleation probability of faulted basal pyramids in displacement cascades, $Q_{nucl}^b$

The nucleation of FBPs from displacement cascades is in direct competition with the nucleation of prismatic vacancy a-loops. Estimations of FBP and faulted vacancy a-loop formation energies were calculated with Eq. (8-11) and Eq. (8-12), respectively, and plotted in Fig. 8-3. FBP and vacancy a-loops formation energies are compared for a) small clusters and b) large clusters to demonstrate the switch in stabilities. Markers are given based on molecular statis (MS) data; curves are given based on continuous laws (Eq. (8-11) and Eq. (8-12) for vacancy a-loops and FBPs, respectively); MS-calculated values as predicted by the BMD19 potential are included as markers. It is clear that FBPs and vacancy a-loops are predicted to have similar
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Fig. 8-3. FBP and vacancy a-loops formation energies are compared for a) small clusters and b) large clusters to demonstrate the switch in stabilities. Markers are given based on molecular statis (MS) data; curves are given based on continuous laws (Eq. (8-11) and Eq. (8-12) for vacancy a-loops and FBPs, respectively).
formation energies at small sizes. Based on the continuous expressions, FBPs should have lower energies until \( n \sim 70 \) vacancies; this crossover occurs at larger sizes based on MS calculations. Regardless, it is not inconceivable that FBPs could form in relatively large fractions from displacement cascades.

Our CD model predictions for interstitial a-loop, vacancy a-loop, and basal c-loop size distributions at 1.0 dpa with \( T = 573 K \) are shown in Fig. 8-4 when considering \( Q_{\text{nucl}}^b \) ranging from 0.1 to 0.5. As a reminder, \( Q_{\text{nucl}}^b \) is the fraction of vacancy clusters of size \( 19 < n < 70 \) that form FBPs in displacement cascades. For these calculations, \( n_{\text{transition}}^b \) is considered equal to 325 vacancies, the value predicted by large-scale \textit{ab initio} calculations [84]. The general behavior of the c-loop size distribution is striking and drastically different than those for a-loops: as expected for pure Zr, c-loops do not grow within 1.0 dpa of exposure! FBPs nucleate continuously from incident neutron irradiation, but their significant bias for interstitial capture inhibits their growth. The parameter \( Q_{\text{nucl}}^b \) does not change this behavior. Instead, this parameter controls the nucleation rate of FBPs and, therefore, their saturation density which ranges from \( 2.2 \times 10^{17} \text{ m}^{-3} \) to \( 1.1 \times 10^{18} \text{ m}^{-3} \) for a \( Q_{\text{nucl}}^b \) value of 0.1 and 0.5, respectively. These densities are approximately two orders of magnitude lower than typical reported c-loop number densities [20], but this is not unsurprising considering the significant influx of SIAs to these defects. It is expected that once conditions change for c-loop growth, their number densities will increase greatly.

**8.2.2 Critical transition size of faulted basal pyramids, \( n_{\text{transition}}^b \)**

The value for the transition size is estimated to range from \( n = 91V \) [159] based on MS calculations to \( n = 325V \) [84] based on large-scale \textit{ab initio} calculations. This parameter effectively controls the cluster size range for which FBPs are stable and preferred to planar c-loops. Because FBPs have a strong bias for interstitial capture and c-loops have a strong bias for vacancy capture, the FBP-stable size regime is an important parameter controlling the growth capability of c-loops. This concept is demonstrated in Fig. 8-5 for which dislocation loop size distributions are plotted at 5.0 dpa with \( n_{\text{transition}}^b \) ranging from 91V to 325V and the FBP nucleation parameter, \( Q^b \), ranging from 0.1 to 0.5. For larger values of \( n_{\text{transition}}^b \), it is clear that c-loops cannot grow due to the considerable SIA flux incident on FBP pre-cursors. When \( n_{\text{transition}}^b \) is set equal to 91V, on the other hand, the model predicts a bimodal distribution of basal defects. A large quantity of FBP defects are observed at small sizes due to their continuous nucleation from displacement cascades. Once these defects transform into c-loops they grow rapidly due to the net flux of vacancy defect absorption. The average predicted c-loop diameters reach up to 100 nm at 5.0 dpa, consistent with experimental irradiations [13, 20, 26]. The predicted c-loop number densities are greater for larger magnitudes of the nucleation parameter. It is also worth highlighting that our CD model continues to predict the co-existence of interstitial and vacancy a-loops in addition to basal c-loops.
**Fig. 8-4.** CD model predictions at 1.0 dpa with $T = 573K$ for interstitial a-loop, vacancy a-loop, and basal c-loop size distributions using an $n_{\text{transition}}^b$ of 325V and a varying $Q^b_{\text{nuc}}$ equal to a) 0.10, b) 0.25, and c) 0.5.

**Fig. 8-5.** CD model predictions at 5.0 dpa with $T = 573K$ for interstitial a-loop, vacancy a-loop, and basal c-loop size distributions using varying values of $Q^b_{\text{nuc}}$ and $n_{\text{transition}}^b$. 

\[ FBPs \text{ Density } = 2.2 \times 10^{20} \text{ m}^{-2} \]
\[ FBPs \text{ Density } = 5.5 \times 10^{19} \text{ m}^{-2} \]
\[ FBPs \text{ Density } = 1.1 \times 10^{18} \text{ m}^{-2} \]
The results of Fig. 8-5 provide an exciting insight into the growth behavior of c-loops. Based on our CD model predictions, the net SIA bias of FBPs could certainly explain the delayed growth of these defects. This mechanism is relevant in high-purity Zr as well as alloyed Zr. A transition size of \( n^b_{\text{transition}} = 91 \text{V} \) appears too small, as this would allow c-loops to grow at all fluences. Rather, the correct transition size likely lies in between this value and the estimate of Christiaen et al. (\( n^b_{\text{transition}} = 325 \text{V} \)) [84]. However, it is worth considering the approximate diameter of these defects at the predicted transition sizes as calculated with Eq. (8-4). For a FBP with 91V, the diameter is approximately 2.8 nm; for a FBP with 325V, the diameter is approximately 5.4 nm. Considering that these defects have not yet been resolved by TEM analysis, it is more likely that the transition size lies closer to 91V than 325V.

The rapid growth rate and average c-loop diameter in our model are promising aspects. Rapid c-loop growth, as well as their unique vacancy character, have traditionally been attributed to the difference in anisotropy of point defects by Woo [40, 41, 46]. This theory has recently been disputed based on \textit{ab initio} calculations which demonstrate basal-plane preference for monovacancy diffusion [49]. In fact, both point defects likely migrate with similar anisotropy ratios [159]. At 573 K, the BMD19 potential predicts that single interstitials and vacancies have anisotropy ratios of 0.767 and 0.804, respectively (Table 7-3). While this difference of \( \sim 0.04 \) in the anisotropy factor is not as large as Woo originally predicted, this still results in an approximate 5% bias for monovacancy absorption at basal c-loops. Another form of vacancy bias arises from the larger thermal drift capture radii for vacancy absorption by large c-loops (Table 6-2).

In Chapter Five, it was hypothesized that the rapid growth of c-loops may additionally be attributed to the differences in diffusional anisotropy of mobile defect clusters. This concept is demonstrated in Fig. 8-6 through a comparison of interaction rates with interstitial a-loops, vacancy a-loops, and basal c-loops for mobile defects with a size of \( 1 < n < 6 \). When considering mobile clusters, interstitials have greatly reduced interaction rates with basal c-loops due to their low anisotropy factors of diffusion; vacancy clusters, conversely, have comparable interaction rates between prismatic a-loops and basal c-loops. The reduced capture of interstitial clusters is expected to further assist in c-loop growth.

8.2.3 Solute interaction with basal defects

Certainly, there appears to be a solute-driven mechanism for the stabilization of c-loops, and the resultant incubation dose could be correlated with the ballistic release of solute from intermetallic precipitates under irradiation [32, 35, 45, 55, 60]. One potential effect has been noted in Chapter Three: the reduction in stacking fault energies of basal c-loops due to solute segregation. In the current model, stacking fault energies are incorporated into the formation energy expressions of FBPs (Eq. (8-11)) and basal c-loops (Eq. (8-12)). The binding energies of defect clusters can then be calculated with Eq. (8-10).
Fig. 8-6. Interaction rates for the capture of a) point defects, b) $n = 2$ defects, c) $n = 3$ defects, d) $n = 4$ defects, e) $n = 5$ vacancy clusters, and f) $n = 6$ vacancy clusters with interstitial a-loops (solid lines), vacancy a-loops (dashed lines), and vacancy c-loops (dotted lines). Mobile interstitial capture is indicated by black lines while vacancy capture is indicated with red lines.
For faulted clusters, the total binding energy is reduced due to the increase in stacking fault energy from absorbing an additional defect into a cluster. This is made clear by inserting the parameter values reported in Refs. [84] and [37] for the binding energies of FBPs, basal extrinsic c-loops, and basal intrinsic $I_1$ c-loops, respectively:

$$E_{n,1v}^b(FBP) = 2.03 + 5.35\sqrt{n - 1} - 9.08\gamma_E - 19\gamma_p$$  (8-13)

$$E_{n,1v}^b(E) = 2.03 + 2.87\sqrt{n - 1} \ln(1.50\sqrt{n - 1}) - 9.08\gamma_E$$  (8-14)

$$E_{n,1v}^b(I_1) = 2.03 + 3.02\sqrt{n - 1} \ln(1.64\sqrt{n - 1}) - 9.08\gamma_{I_1}$$  (8-15)

As an upper limit, we can assume that solute segregation reduces stacking fault energies to zero; this was shown to be the case for high-fluence segregation of Fe in Chapter Three. The consequence on c-loop growth behavior is quite striking, as seen in Fig. 8-7. It is important to note that for these simulations the stacking fault energy is set equal to zero from the beginning; to present a more physically-relevant simulation, solute segregation need to be considered as a function of neutron fluence. This would necessitate a time-dependent binding energy and requires a reorganization of the Xolotl code. As such, this is considered necessary future work. Considering this caveat, solute interaction with basal defects is shown to greatly increase c-loop number densities and broaden their size distribution. Two FBP transition sizes were considered: 91 and 325 vacancies. For the case of $n_{transition}^b = 91V$, solute segregation results in two orders of magnitude higher c-loop number densities. For the case of $n_{transition}^b = 325V$, c-loops were originally unable to grow due to the significant SIA bias of FBPs; after implementing solute segregation, c-loops were capable of growing to large sizes and number densities.

Solute segregation is implemented solely as a modification of basal cluster binding energies. As such, the behavior showcased in Fig. 8-7 must be the result of two factors: 1) an increased population of FBPs and 2) enhanced c-loop stability stemming from the reduced dissociation of these defects. This is a promising behavior that lends credibility to the solute-driven enhancement of breakaway irradiation growth strains in Zr alloys when compared to pure Zr [6, 13, 33, 35, 43].

8.2.4 Interstitial absorption at faulted basal pyramids

While it is likely that solute species can enhance irradiation growth in Zr alloys through c-loop stabilization, solute interaction cannot be the only factor that induces the onset of c-loop growth. For example, c-loops still observe delayed nucleation in high-purity Zr for which the solute concentration is not large enough to support such a mechanism. One complementary factor that may assist the nucleation of c-loops is a fluence-dependent reduction in the incident SIA flux or SIA bias to FBPs. This could be a consequence of:
**Fig. 8-7.** Dislocation loop distributions before and after reducing stacking fault energies to zero (modifying basal cluster binding energies) when considering two FBP transition sizes: a) 91 vacancies and b) 325 vacancies.
1. A reduction of interstitial capture distances to FBPs. This could possibly be related to solute or impurity screening of the tensile strain field surrounding FBPs.

2. A reduction of interstitial diffusivities. Solute interaction with migrating interstitials may reduce their diffusivities, as noted with Nb [30, 188]. However, the impact that this might have on recombination rates would need to be assessed.

3. Spatial ordering of vacancy a-loops. If FBPs form within layers of ordered vacancy a-loops, the SIA capture volume would be self-shielded. Furthermore, a high density of vacancy defects would result in a localized super-saturation of mobile vacancies from dissociation events.

The first of these two factors are clearly alloy-dependent. Any effects of Fe, Cr, or Ni could be delayed in relation to the ballistic dissolution of intermetallic precipitates. It was shown in Chapter Three that Fe and Cr have a particular affinity to nucleating c-loop defects, and their interaction could be a driving force for c-loop growth [55]. The third factor, on the other hand, could pertain to either alloyed or pure Zr. The incubation dose would be related to the time necessary for vacancy a-loop ordering, which has been shown to occur over several dpa (Fig. 1-2) [20]. Any FBPs nucleating within these ordered basal sheets would likely be subjected to a lower SIA flux and a super-saturation of mobile vacancies, both of which would promote c-loop growth. Furthermore, the thermal drift capture volumes of vacancy a-loops favor vacancy capture. These capture volumes would extend above and below the ordered a-loop bands, and may promote preferential drift of vacancies to these ordered structures. This could potentially explain the observations of Harte et al. that c-loops only form within ordered rows of vacancy a-loops [20].

### 8.3 Recommended future work

In this CD framework, the fraction of vacancy clusters in displacement cascades that form FBPs, $Q_{\text{nucl}}^b$, is unknown, but is assumed to range from 0.1 to 0.5. This parameter should be calculated from a much larger database of MD displacement cascade simulations, with subsequent annealing of the cascade debris to allow FBPs to form. From this data, $Q_{\text{nucl}}^b$ could be estimated and related to the energy of the initial PKA. It is likely that FBPs will only form in higher-energy cascade events ($> \sim 5 - 10$ keV) that produce larger vacancy clusters.

In Section 8.2.3, the potential for solute segregation to enhance c-loop growth was demonstrated. In order to physically represent irradiation damage behavior, the fluence-dependent release of solute should be considered to smoothly modify basal cluster binding energies with increasing dose. Another potential effect of solute, or impurities, would be a modification of defect diffusivities due to trapping. The data required to incorporate this behavior is not yet available in literature, but would be necessary to appropriately model microstructure evolution in Zr alloys. It is recommended that MD simulations similar to
those performed in Chapter Five are conducted, but instead of considering pure Zr, the simulation box should contain appropriate amounts of specific solute. By comparing the mean-squared displacement of point defect or defect clusters with and without solute, the effect on the diffusivities can be quantified. Solute interaction may also change the anisotropy factor of diffusion for these defects, which would directly alter their interaction rates with dislocation loops. For example, Fe is believed to cause monovacancies to migrate with a preference for c-axis diffusion rather than basal-plane diffusion, which would increase their absorption rates at c-loops [57, 58].

The current CD model assumes that defects are randomly and homogenously distributed in the bulk. This assumption does not allow our model to consider spatial ordering of vacancy a-loops, which may drive the growth of c-loops at higher doses. Thus, it is recommended to modify this model to incorporate a spatial dependence, including possible extension of the model to account for elastic interactions, of the defect cluster populations. In this way, interstitial and vacancy defects can be appropriately partitioned to relevant sinks, and thus evaluate the extent to which local alterations in mobile defect density could cause differences in the predicted microstructure.

### 8.4 Summary and conclusions

The CD model proposed in Chapter Seven has been modified to consider the nucleation and growth of basal c-loops. We have considered a recent hypothesis that faulted basal pyramids (FBPs) may act as pre-cursor structures, and are postulated to nucleate directly in displacement cascades. Our CD model accurately predicts that c-loop growth does not occur immediately. Rather, the growth of c-loops is inhibited due to the significant bias for interstitial capture by FBPs. The growth barrier is related to the critical c-loop transition size, which ranges from 91 vacancies to 325 vacancies based on lower-length scale data. The growth of c-loops is likely enhanced by solute segregation which modifies basal cluster binding energies. It is also possible that the delay in c-loop growth coincides with some fluence-dependent factor that reduces the interstitial flux to nucleating FBPs. The incubation dose for breakaway irradiation growth could be related to the spatial ordering of vacancy a-loops; once these loops are aligned, their interstitial capture volumes become overlapped. In alloyed Zr, the incubation dose may be related to the release of elements such as Fe and Cr from intermetallic precipitates.

Regardless of the mechanism, once FBPs have transformed into c-loops, their growth rapidly accelerates due to the net absorption of vacancy defects, consistent with experimental observations. The model proposed here is capable of predicting c-loop growth while maintaining the co-existence of interstitial and vacancy a-loops, an aspect that has never been performed successfully in literature. This work highlights the importance of developing mechanistic models to accurately represent the physics driving defect cluster evolution.
Chapter Nine:

Conclusions and Future Work

In response to high-energy particle irradiation, Zr cladding tubes undergo an axial expansion and radial contraction that leads to significant rod bowing and restriction of cooling channels. This macroscopic response is ultimately due to an a-axis expansion and c-axis contraction of α-Zr grains, a consequence of its inherently anisotropic hcp crystal structure. Significant interest has been placed on understanding the rapid acceleration of irradiation growth strains at high-fluences. It is well understood that breakaway growth is correlated with the nucleation and growth of faulted vacancy c-loops on basal planes. Unfortunately, the mechanisms responsible for delayed c-loop nucleation remain entirely ambiguous. Several models have been proposed to describe the reported growth behavior. While recent models all claim to predict perfect agreement with reported growth rates, these fits are generally based on manually adjusted parameter values beyond realistic ranges. Furthermore, most models neglect the formation of vacancy a-loops, despite experimental observations that these defects accounting for approximately half of the visible microstructure in irradiated Zr. The goal of this work, then, consisted of two broad categories: 1) to develop a database of key parameters based on lower-length scale calculations and 2) to use this database to inform a mechanistic cluster dynamics (CD) model with minimal assumptions.

Interaction energies of common solute and impurities to c-loops in the nucleation and growth regime have been quantified through \textit{ab initio} calculations (Chapter Three). This data directly informs expressions for c-loop binding energies and mechanistic models for c-loop nucleation. In Chapter Four, volumetric generation rates for defects were derived based on displacement cascade data. The effect of electronic stopping on total defect production, defect clustering fractions, and defect cluster distributions has been determined. After defects are produced from incident irradiation, the resultant microstructure evolves as a consequence of defect transport and reactions in the material. Mobility data and inherent anisotropies of diffusion have been tabulated for each of the mobile species in α-Zr in Chapter Five. This database allowed us to accurately implement anisotropic effects on defect interaction rates in a CD framework. Furthermore, preferred cluster configurations and their binding energies as a function of size have been calculated. In Chapter Six, the interaction distances of point defects with interstitial a-loops, vacancy a-loops, and vacancy c-loops were assessed in the directions radial and perpendicular to the loop face. It was found that the local stress states surrounding dislocation loops induce an interaction gradient which preferentially attracts defects of the same type as the loop. Thus, an inherent bias emerged which may explain interstitial and vacancy a-loop co-existence.
In Chapter Seven, the dataset collected from lower-length scale simulations was incorporated into a CD model. In order to accurately represent microstructural evolution under irradiation, this model considered:

1. Mobile defect diffusivities within the basal plane and along the c-axis
2. Anisotropic capture efficiencies for dislocation lines and loops
3. Volumetric defect generation rates for all relevant defects. These directly considered correlated recombination and clustering within displacement cascades
4. Spontaneous and thermal drift capture radii of dislocation loops for interstitials and vacancies. These affect the smooth transition between spherical and toroidal reaction kinetics, as well as the magnitude of the toroidal reaction rate constant.
5. Monomer emission from cluster dissociation events for all defect clusters

Each of these aspects of the model were based on the lower-length scale dataset developed in this work. The resultant CD model predictions are extremely promising: the simultaneous growth of vacancy and interstitial a-loops in bulk Zr were modeled for the first time in literature. The CD model is capable of predicting accurate a-loop characteristics such as mean diameter, number densities, and relative fractions of interstitial-to-vacancy a-loops with excellent agreement to two separate experimental irradiation studies (one at low dose and one at moderate dose).

Finally, this CD model framework was extended to incorporate the nucleation and growth of faulted basal c-loops. We considered a recent hypothesis that faulted basal pyramids (FBPs) may act as pre-cursor structures to c-loop formation. Nucleation of c-loops occurred as a result of FBP formation directly in displacement cascades. The delay in c-loop growth was attributed to the strong bias for interstitial absorption of FBP structures, as indicated by lower-length scale simulations. As the critical size for transformation between FBP and c-loop structures was decreased, a bimodal distribution of basal defects became apparent. Following the transformation of FBPs into c-loops, their growth accelerates rapidly due to the preferential capture of migrating vacancy defects by basal-plane c-loops. Our model is capable of predicting c-loop growth while maintaining the simultaneous co-existence of interstitial and vacancy a-loops, another milestone which has never been reported in literature.

There are three significant areas recommended for future work: 1) quantifying the nucleation rate of FBPs from displacement cascades; 2) expanding the mechanistic understanding and modeling of the effect of solute and impurities on defect cluster evolution; and 3) considering the spatial organization of vacancy a-loops. The FBP nucleation rate is currently assumed to range between 0.1 and 0.5, but an extensive MD database of displacement cascades (followed by subsequent annealing) would better inform this parameter. As for solute interactions, it is clear that microstructural evolution varies considerably between pure and alloyed Zr. Further understanding of the role of solute and impurities on defect mobility and their capture at sinks is necessary to expand our CD model
to alloyed systems. Finally, a significant SIA capture bias at FBPs is hypothesized to act as the primary driver for delayed c-loop growth. Any factor that reduces the net SIA flux to these defects would thus enhance c-loop growth and encourage breakaway irradiation growth. One such factor could be the spatial ordering of vacancy a-loops which results in self-shielding for SIA capture. Modifying our CD model to include such spatial organization effects would allow a quantification of these effects on microstructural evolution. It is our hope that the work reported here will encourage and inform future work in the field. The coupled projects in this dissertation highlight the importance of scale-bridging computational modeling to solve current and future issues of materials performance in extreme nuclear environments.
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