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Abstract 

Detecting, locating, and interdicting radiological materials out of regulatory control or that 

pose a threat to the general public remains a high national security priority. Conventional 

methods employed a radiation detection system to detect radiological materials and alert the 

appropriate authorities for interdiction procedures. More recently, the concept of operations 

has focused to deploying multiple radiation detection systems to detect and track radiological 

materials, providing more detail to aid end-users during the interdiction process. The 

research proposed in this document utilizes data from a distributed sensor network to detect 

and track radiation anomalies through a network. The primary original contributions of the 

proposed research focus on creating data fusion techniques between contextual sensors 

radiation sensors using a Bayesian framework. The Bayesian framework utilizes extracted 

features from multiple modalities to populate a feature vector to provide more detail 

regarding the detected anomaly. Utilizing the extracted features from each sensor modality 

positioned at a node in the network, additional information is inferred, (e.g., source activity, 

direction, velocity, or time-to-next node), which is sourced to increase downstream sensors’ 

sensitivities. Using the Bayesian framework on sensor data collected from a distributed 

sensor network on the Oak Ridge National Laboratory reservation, two configurations were 

analyzed: radiation-only sensor configuration and multimodal sensor configuration. The 

radiation-only approach is employed to demonstrate how features extracted from the 

radiation data and metadata can be utilized to detect and track anomalies. The radiation-only 

sensor configuration also provides a metric of comparison to quantify any improvements 

additional contextual sensors provide. The multimodal approach expands upon this 

architecture by fusing the extracted features from the LIDAR and video data to enhance the 
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ability to track the radioactive materials. Using multiple sensor improved the ability to track 

the anomalies and correlate signals across the sensor network by as much as 33%. In all 

anomalous events analyzed within this work, the classification confidence for the same 

anomaly was enhanced by fusing the LIDAR and video data.   
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1: Introduction 

A large amount of resources has been devoted to detecting, locating, and interdicting 

radiological materials that pose harm to the general public, such as materials for a weapon or 

dispersal device. Historically, to combat this threat, special nuclear materials (SNM) have been 

safeguarded and secured by employing detection and material accountancy measures at specific 

facilities that produce and/or process SNM. As the threat landscape progressed with the 

emergence of new nuclear powers, the nuclear security regime has focused on improving the 

effectiveness of deployed sensors positioned away from production and processing facilities, 

such as utilizing active assay techniques of shipping containers at major seaports or portal 

monitors positioned at points of ingress [1, 2]. Despite these investments and efforts carried out 

around the world, over the last two decades, multiple thefts of radioactive materials have 

occurred. A compiled list of events involving the theft or potential misuse use of nuclear 

materials can be found in [3, 4, 5] along with additional contextual information.  

Unfortunately, several operational parameters decrease the effectiveness of persistently 

monitoring large-areas or pathways around high-valued assets. Furthermore, in the absence of 

any ground-breaking technologies that drastically improves sensor performance, the current 

standard operating procedures utilize detection technologies from decades past, such as thallium-

doped sodium iodide (NaI(Tl)) or polyvinyl toluene (PVT) gamma-ray detectors, for static and 

mobile detection operations [5, 6, 7]. 

In an effort to counter such scenarios from occurring, current research and development 

(R&D) efforts focus on utilizing a distributed sensor network (DSN) to improve the overall 

performance and effectiveness of detecting and tracking radiological material in transit. Using a 

DSN to integrate available information from multiple detection systems can potentially improve 
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detection sensitivity, assist alarm adjudication processes to reduce false alarm rates, and track 

radiological anomalies in the monitored area. To date, R&D efforts have primarily focused on 

two concept of operations: close-proximity sensor networks or distributed sensor networks. 

The former has ability to infer parameters regarding the radiological material (e.g., activity, 

location, or velocity) by observing the signal simultaneously on multiple sensors while the latter 

does not have the ability for simultaneous observation of the same signal [8, 9]. This work 

primarily focuses on the utilizing DSN, where the sensors are positioned at locations where 

simultaneously observing the same radiological material is highly unlikely. This work does not 

assess large, disparate radiation sensor networks, such as the networks utilized for the 

Comprehensive Test Ban Treaty Organization or the U.S. Environmental Protection Agency 

RadNet, as this work primarily focuses on utilizing sensor networks close enough for near-field 

search operations pertinent to search operations [10, 11, 12]. 

1.1: Organization of Work 

This work is organized to progressively introduce the reader the problem space by first 

providing a brief overview of concepts that the author deems key to radiation detection in 

uncontrolled environments, such as an urban area. Following the brief overview, a literature 

review of relevant published works along with notable sensor network projects within the U.S. is 

provided. In the second chapter, the dataset utilized that is used to evaluate the methods proposed 

in this work. Additionally, a brief overview of the equipment, key system parameters, and 

assumptions that made before the proposed analytical methods can be employed. In the third 

chapter, the analytical methods used to analyze each specific the data collected from each sensor 

modality in the dataset. Chapter four introduces a decision-making classification framework 

using Bayes’ theorem to track radiological material that is travelling through an area being 
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monitored by a sensor array with only radiation detectors. In this chapter, the initial anomaly 

information is leveraged to obtain multiple data features along with likelihood functions for the 

purpose of performing a series of hypothesis tests. The hypothesis tests are performed to classify 

an observed anomaly as either no anomaly, same anomaly, or different anomaly. The work is 

summarized in the final chapter along with a discussion regarding opportunities for future work. 

1.2: Radiation Detection Overview 

There exist a variety of methodologies to detect radiation emitted from materials and are 

generally organized into two categories; active interrogation or passive detection. Active 

interrogation utilizes other phenomena to stimulate the material to emit radiation, such as using a 

neutron beam to interact with, or interrogate, a specific material. The material under 

interrogation has unique interaction properties along with specific emission characteristics which 

can be subsequently detected in other detectors. The emitted emissions after the initial 

interrogation can provide informative signals at a higher rate than passive approaches to help 

identify properties of said material. This approach is ideal for material with small specific 

activity or high self-shielding [13, 14]. 

Radiological search operations primarily focus on scenarios wear a potential radiological 

threat material is traveling in an area open to the general public. Therefore, active interrogation 

methods are less than ideal as the radiation dose rate drastically increases as large area would be 

irradiated. For these reasons, passive detection systems are employed for search operations, 

which are generally smaller and simpler to operate as only a detection system is required 

compared to an emission source and detection systems for active interrogation [14, 15]. 
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With the goal of sensor network to position static radiation sensors to passively detect and track 

radioactive materials, several parameters effect observed signal and should be accounted for in 

an appropriate manner in order to provide meaningful information to an end-user. Several key 

concepts and relevant parameters to this problem space discussed in the following subsections. 

1.2.1: Signal Detection Theory 

A primary concept in this problem space is resides in detecting an anomalous signal from 

a radiation detector. In this use case, the signal observed from the radiation detectors are subject 

to statistical fluctuations primarily due to radioactive decay being inherently a stochastic process. 

This noise is exacerbated due primordial radioactivity originating from naturally occurring 

radioactive material (NORM), such as radioactive isotopes found in soil or physical 

infrastructure. Three primordial radioisotopes along with their respective daughter isotopes are 

typically discussed in literature as being dominant; namely, potassium-40, uranium-238, and 

thorium-232 [16]. The fluctuations observed are referred to as counting statistics, which is used 

in anomaly detection to quantify the natural fluctuations to approximate the expected signal. One 

approach to quantifying the noise contribution is to collect data absent of any radioactive sources 

and constructing a likelihood distribution for the background noise signals [17]. Subsequently, 

this likelihood distribution can be utilized to detect anomalies by fitting a function to the 

background noise data. This is conventionally accomplished by fitting a discrete Poisson 

distribution or, possibly more commonly utilized, a continuous Gaussian distribution and 

utilizing the underlying distribution’s properties to quantify the likelihood of observing a specific 

sample. This concept can be visualized in Figure 1 for a time-series frequency data for an 

inserted radioactive source. 
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Figure 1: Gamma-ray gross count rate variation with corresponding location in downtown Knoxville, TN. 
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Classifying observed signals or data as an anomaly is dependent on several factors, such 

as the width of the background distribution, the separation between the background and 

anomalous distributions, and the detection methodology output parameter being employed. The 

detection output parameters are unique for each anomaly detection methodology and can have a 

complicated distribution (i.e. not a Gaussian distribution).  A popular parameter utilized to 

quantify the detectability of a signal is the signal-to-noise ratio (SNR) that compares an observed 

new signal with the background noise signal. A relatively common approach to calculating the 

SNR is defined by the ratio of the mean signal amplitude to the standard deviation of the signal. 

In this particular case, the SNR can be calculated by the ratio of the radioactive source signal (𝑆) 

amplitude and the square-root of the source and background signals, 𝑆𝑁𝑅 = %
√%'(

	. Additionally, 

in many use cases, the source signal (𝑆) is assumed to be far less tha the background signal (i.e. 

𝑆 ≪ 𝐵), an alternative SNR is utilized, 𝑆𝑁𝑅 ≈ %
√(

 . Using this metric, a large source strength (𝑆) 

compared to the background ground (𝐵) provides a higher SNR. This results in a greater 

separation between the source and background distributions and increases the detectability of the 

source signal when performing an anomaly detection algorithm. The SNR will be discussed in 

later sections when constructing the anomaly detection methodologies. 

For binary classification procedures, a threshold on the detection output parameter is 

applied to classify collected signals as normal background or anomalous. An approach to 

selecting the appropriate threshold leverages two types of error, specifically the Type I and Type 

II error. Type I error is referred to as false-positive (FP) error and represents the error in 

classifying a signal as anomalous when in fact the signal was a normal background noise. Type 

II error is also known as false-negative (FN) error and represents the error in classifying a signal 

as normal background noise when the signal was anomalous. illustrates these relationships 
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between true and predicted classification along with introducing the true-positive (TP) and true-

negative (TN) parameters. In the radiation anomaly detection scenario, the positive classification 

represents that a radioactive material is present, and the negative classification means that no 

radioactive material is present [17, 18]. For additional context, if the two distributions are known 

for both the background noise and the anomaly, the classification parameters can be visualized as 

area under the curves, as shown in Figure 2 [19]. The vertical line illustrates the threshold value 

that can be modified for specific scenarios based on the classification parameters, such false-

positive rate.  

A common approach to analyzing the data detection methodology and selecting an appropriate 

threshold value on the output parameter is to plot the detection rate, or true-positive rate, as a 

function of the false-positive rate. This plot is referred to as a receiver operator characteristic 

(ROC) curve and helps convey the performance of the anomaly detection methodology being 

utilized. In real-world scenarios, the distribution of the anomalous signal is likely unknown and a 

surrogate anomaly, or example radioactive source, is utilized to select a detection threshold. 

Furthermore, certain operational scenarios can dictate the threshold selection process by 

determining a threshold value based on a false-alarm rate, as false-alarms increase the effort 

required to adjudicate the alarm, which can increase costs and decrease overall system 

efficiency. For example, if the anomaly detection methodology is employed on a radiation 

detection system for background (i.e. no source present) along with two radioactive sources with 

unique activities or intensities, a ROC curve can be created based on the output parameter from 

the detection algorithm, as shown in Figure 3 and Figure 4. The diagonal line labelled No 

sensitivity represents a random guess process, thus ideally the algorithm’s values  should remain 

above the diagonal random guess values. 
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Table 1: Classification decision matrix. 
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Figure 2: Illustration of classification parameters for two distributions, background (left) and anomalous (right). [19] 
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likely unknown and a surrogate anomaly, or example radioactive source, is utilized to select a 

detection threshold. Furthermore, certain operational scenarios can dictate the threshold selection 

process by determining a threshold value based on a false-alarm rate, as false-alarms increase the 

effort required to adjudicate the alarm, which can increase costs and decrease overall system 

efficiency. For example, if the anomaly detection methodology is employed on a radiation 

detection system for background (i.e. no source present) along with two radioactive sources with 

unique activities or intensities, a ROC curve can be created based on the output parameter from 

the detection algorithm, as shown in Figure 3 and Figure 4. The diagonal line labelled No 

sensitivity represents a random guess process. 

In a ROC curve, such as that shown in Figure 4, an optimal classifier would be extremely 

close to the upper-left hand corner, similar to the Stronger Source distribution. The top-right 

corner of the ROC curve represents a small algorithm output parameter resulting in 100% true-

positive rate and 100% false-positive rate. As the anomaly algorithm output parameter is 

increased, the false-positive rate and the true-positive rate decreases. The ROC curve can also be 

plotted in log-normal plot, as shown in Figure 5, where the false-positive probability along the 

X-axis is on a logarithmic scale. This can be useful in visualizing the lower false-positive 

probability region, which can be used when selecting the appropriate detection threshold. 

Uncertainty quantification methods for receiver operator curve are occasionally used to 

bound the true-positive and false-positive probabilities by providing a degree of belief or error 

bars [20]. Assuming the classifier is a binomial distribution, multiple methods can be used to 

quantify the uncertainty, such as normal approximation confidence intervals [21], Wilson 

confidence intervals [22, 23], or Clopper-Pearson intervals [24, 25]. For instance, if the normal 

approximation approach is used, the confidence intervals utilize 𝑧-scores (𝑧) to provide specific  
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Figure 3: Example distributions of an anomaly detection parameter. 

 

 

Figure 4: Example receiver operator characteristic curve for two arbitrary distributions. 
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Figure 5: Example logarithmic receiver operator curve for two arbitrary distributions. 
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bounds to the ROC curve based on the number of success (𝑛/) and number of failures (𝑛0) in 𝑁 

number of Bernoulli trials [26]		12
3
	±	 5

3√3
	6𝑛/𝑛0	. 

The 𝑧-score is obtained using a 𝑧-table for a specified confidence level. For example, a 

95% confidence results in a target error rate (𝛼) of 5%. This error rate is subsequently used to 

obtain the quantile for a standard normal distribution in the 𝑧-tables resulting in a 𝑧-value of 1.96 

at 95% confidence. It’s worth noting that this method along with constructing the ROC curve is 

primarily dependent on the particular analyzed data and may not provide identical results for new 

data. The normal approximation confidence intervals will be utilized in this work to provide 

some context to the ROC curves for the radiation anomaly detection methodology used to 

analyze sensor network data. 

1.2.1: Type of Radiation Detector 

A key consideration in this operational space involves choosing the correct radiation 

detector to passively detect the radioactive material (e.g., gamma, beta, alpha, or neutron). If the 

threat radiological material is known beforehand, a rather intuitive and straightforward approach 

is to utilize a detection system that is highly sensitive in detected the specific radiological 

material. A list of example radioactive materials is provided in Table 2 along with several 

material properties [15]. 

For instance, if the threat radiological material primarily contains cobalt-60 or cesium-

137, a gamma-ray detector should be utilized. For special nuclear materials, such as uranium-235 

or Plutonium-239, passive detection sensitivity decreases due to a relatively weak specific 

activity (i.e. number of radiation quanta released by gram of material) coupled with self-

shielding effects due to the material’s density. If gamma-rays are detected from a gamma-ray 

emitting radiological source, radioisotope identification is possible as gamma-rays are emitted at 



 14 

discrete energies following nuclear decay. Additionally, gamma-rays have a relatively large 

mean free path (i.e. average distance travelled before interacting with a material) in air which 

provides the capability for standoff detection; ideal for nuclear security scenarios. A primary 

concern in passively detecting gamma-rays occurs when the radioactive material is shielded by 

either a cluttered environment between the source and the radiation detector or dense materials 

are positioned around the material, attenuating and absorbing the radiation emissions [14, 15].  

Neutron detection is also a relatively common choice for active assay, passive assay, or 

radiological search operations due to the particle’s penetration power (i.e. ability to pass through 

dense materials). As neutrons have no charge, neutrons do not interact with the Coulomb force 

which primarily dominates the energy loss mechanisms as charged particles, such as electrons. 

Neutrons typically interact with the nucleus of an atom, which can result in the emission of 

secondary radiations that can be detected (i.e. primarily heavy charged particles) [15]. 

Additionally, the background, or noise, contribution in neutron detection system is primarily 

from showers of cosmic rays and remains relatively low, especially compared to gamma-ray 

detection systems [15, 16, 17]. This low noise contribution results in an increased detection 

sensitivity and can reduce the over false-alarm rate of detection system. Unfortunately, unlike the 

discrete emissions for gamma-rays, the energy of the emitted neutrons corresponds to an energy 

distribution, decreasing the effectiveness in radioisotope identification.  

Detection of other radiation emissions, such as the aforementioned beta and alpha 

radiation, have limited capability in this particular scenario due to the ease in shielding both 

radiation emissions and the relative short mean free path in air. For these reasons, gamma-ray 

detectors are typically employed to detect radioactive materials. Worth noting, gamma-ray 

detectors detect photons emitted from radioactive materials, which also include photons in the x- 
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Table 2: List of radioisotopes with material properties relevant to radiation detection. [15] 

 
 

  

Radioisotope Approximate 
Half-life

Specific 
Activity 

(Ci/g)

High Energy 
Alpha Emissions

High Energy 
Beta Emissions

High Energy 
Gamma Emissions

Cobalt-60 5.3 years 1100 - Low Energy Yes
Cesium-137 30 years 88 - Low Energy Yes
Iridium-192 74 days > 450 - Yes Yes
Strontium-90 29 years 140 - Yes Low Energy
Americium-241 433 years 3.4 Yes - Low Energy
Californium-252 2.7 years 536 Yes - Low Energy
Plutonium-238 88 years 17.2 Yes - Low Energy
Radium-226 1600 years 1 Yes - Low Energy
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ray region of the energy spectrum. In this work, the term gamma-ray detector is used as it is a 

colloquially employed to encompass radiation detectors that detect photons in the energy range 

relevant in this work; namely, 10 keV to 3000 keV. 

1.2.2: Radiation Detector Efficiency 

The absolute detection efficiency (𝜖=>/) is conventionally expressed as the ratio of signal 

pulses recorded by the detector system to the number of emitted radiation quanta. This ratio 

incorporates the intrinsic efficiency (𝜖?1@) of the detector material to convert the incident 

radiation into a signal pulse as well as the geometry efficiency (𝜖ABC) of the specific detection 

scenario; 𝜖=>/ =
DEFGHI	JK	LEMNHN	IHOJIPHP

DEFGHI	JK	IQPRQSRJD	TEQDSQ	HFRSSHP
= 𝜖?1@ ∗ 𝜖ABC. 

The intrinsic efficiency is primarily dependent on the detection material, the energy of the 

incident radiation, and the thickness of the material in the direction of the incident radiation. For 

example, for a gamma-ray detection scenario, an ideal detector would contain a high-Z material 

with high density whereas a neutron detector generally contains low-Z materials with high 

interaction cross section for the specific neutron energy [17]. The geometric efficiency, 

commonly calculated as the solid angle, is of utmost importance in this scenario as the source to 

the detector distance is generally larger than a laboratory environment, thus decreasing the 

absolute efficiency. The solid angle (Ω), measured in steradians, is defined as the integral over 

the face of the detector surface (𝑑𝐴) in the direction of source defined by the angle (𝛼) normal to 

the detector face at a source-to-detector distance (𝑟), Ω = ∫ OJN(^)
_`

	𝑑𝐴a . 

If the source is not a point source, an additional integration must be performed over the 

volume of the source as well. A relatively common implementation assumes the source can be 
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modelled as a point source located along the center axis of right circular cylinder with a face area 

of (𝑎), resulting a simplified calculation, Ω = 2𝜋 e1 − _
√_`'=`

h. 

To increase the geometric efficiency, naively increasing the size of the detector material 

size may not improve the overall sensitivity as the signal from the background radiation could 

potentially scale at a larger rate than the source signal contribution, decreasing the signal-to- 

noise ratio (SNR) [28]. As an example, operational solutions to improve the detector sensitivity 

can be accomplished with longer acquisition times with the material of interest (e.g., static 

source or decrease traffic speed to increase interaction time) or by decreasing the distance of 

closest approach (e.g., source-to-detector distance). 

The efficiency of a detection system can be estimated by first performing a particle 

transport model to quantify a relative efficiency as a function of the incident radiation energy. 

This model will provide an approximation, or rough order of magnitude estimate, for an ideal 

system, but may not address any loss in efficiencies that can occur in other processes of the 

detection system (e.g., photomultiplier tube efficiency for scintillators). A fixed experiment with 

known source emission energies, emission rates, and relative positioning to the detection system 

can be performed to quantify the total efficiency for the particular detection system.  

Often when the experimental data is analyzed, only the photopeak efficiencies are 

utilized to calculate the efficiencies. This method is less sensitivity to other effects at energies 

lower than the photopeak that can occur from interactions with materials surrounding the 

detection system or inherent noise in the system. 

1.2.3: Data Acquisition Timing Resolution 

It is assumed that the radioactive material of interest is in transit and thus the timing 

resolution, particularly of the data acquisition system, is a vital parameter. The timing resolution 



 18 

should at least be set to a value that maximizes the SNR based on a constant background, where 

an analytical solution as function of source velocity for optimizing the hyperparameter is 

provided in [29], which will be discussed later in this work. Due to the short interaction time that 

is inherent to a mobile-source, static-detector scenario, optimal timing resolution allows for the 

maximal source contribution with limited noise contribution during the collection time. 

1.2.4: Spatio-temporal Background Noise 

A commonly observed issue in the radiation detection field, especially for mobile search 

scenarios, is distinguishing background, or noise, from a real source signal. This problem is 

prominent in urban environments, see Figure 1, as background fluctuations occur due different 

building compositions, higher probability of nuisance source interaction (e.g., medical isotopes), 

and variations in angle-of-open-sky (i.e. variations in sky shine contributions) [30, 31, 32]. For a 

fixed radiation detector, temporal changes are primarily contributed to the dynamic nature of 

scene surrounding the sensor and from weather-induced signal changes, such as radon washout 

[33]. These observations are extremely important for the second DSN concept of operations, 

where spatial differences occur from the unique background or noise contributions and temporal 

changes may not be observed at all sensor locations. 

1.2.5: Other Key Parameters 

Two notable parameters that are key in the majority of detection scenarios, but not 

mentioned here involve gain stabilization and time synchronization. The former involves 

stabilizing the output signal of the detector in order accurately correlate and compare signals 

over a period of time, while the latter in concerned with synchronizing the timing across all 

sensors in a network to cross-correlate collected signals. For more information, the author 
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Figure 6: Gamma-ray gross count rate variation with corresponding location in downtown Knoxville, TN. 
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suggests reviewing several references to understand the central problem and applicable solutions 

[34, 35, 36]. 

1.3: Relevant Published Literature 

There exists similar research and development efforts expressed in this work in current 

and past published works from the public and private sector. This section provides a brief review 

of nuclear detection and security relevant efforts and is divided into two subsections: close-

proximity sensor networks and distributed sensor networks. At the end of the section, an 

additional section is provided that highlights recent relevant research performed utilizing 

additional contextual sensors for domain awareness and source localization. 

1.3.1: Close-proximity Sensor Networks 

For a network of sensors positioned in close proximity of one another, often times 

referred to as a dense network, the primary purpose is to fuse signals from multiple sensors to 

more confidently detect and locate a radioactive source travelling through the network. 

Combining the raw sensor data is possible due to the small source-to-detector distances in the 

network or from a higher relative source activity that provides quantifiable signal contribution to 

multiple sensors simultaneously. This allows for source parameter inference, such as source 

activity, location, or velocity, and is primarily accomplished by employing a derivation of 

inverse-square law, where the isotropic source intensity	(𝑆) decreases as a function of distance to 

the detector (𝑟), not accounting for geometric or intrinsic efficiencies, 𝐼(𝑆, 𝑟) = %
jk_`

	. 

Utilizing this geometric relationship between a source and sensor, two primary methods 

have been employed to locate a radiological source: analytical solution [37, 38, 39, 40, 41] and 

Bayesian inference [41, 42, 43, 44, 45, 46, 47]. The majority of published research on this 

subject attempts to solve for an unknown source position and intensity using known sensor 
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positions, background count rate, and timing resolution. With this information, the previous 

equation can be expanded to calculate the expected intensity at each sensor (𝐼𝑠) for a source 

activity (𝑆) at a given position (𝑥, 𝑦) in the predefined search space, shown in the following 

equation 𝐼/(𝑡) = p %
(q2rq)`r(s2rs)`

− 𝐵t ∗ 𝑡	. This equation expands the r2	term in the denominator 

to match an (𝑥, 𝑦) position within the search space and incorporates the background (𝐵) at each 

sensor location (𝑥𝑠, 𝑦𝑠) for a given timing resolution (𝑡). Using the observed intensity at each 

sensor, the equation can be rearranged to solve for the activity at each point in the search space 

surrounding the sensor network 𝑆B/@(𝑥, 𝑦) = eu2(@)
@
− 𝐵h [(𝑥/ − 𝑥)w − (𝑦/ − 𝑦)w]	. 

With three unknowns (i.e. 𝑥, 𝑦, and 𝑆B/@(𝑥, 𝑦)), the analytical approach requires data 

from at least three sensors observed the source’s signal; otherwise, the system is 

underdetermined. The majority of the published research efforts utilize this relationship to locate, 

estimate velocity vectors, and track a source through a network. A plethora of unique methods 

have been proposed to estimate these parameters, which either rely on at least three sensors to 

observe the phenomena (e.g., genetic algorithms [37, 41], sequential probability testing for 

triangulation [38]) or attempt to integrate a likelihood function based on simultaneous source 

observations from multiple sensors (e.g., Bayesian log-likelihood ratio [42], Gaussian kriging 

[45], Markov Chain Monte Carlo [47]). Unfortunately, these publications do not address the 

impact on localization for distributed sensors with large distances between each.  

1.3.2. Distributed Network Sensing 

As shown in the previous section, multiple research efforts have focused on close-

proximity detection networks, where multiple, simultaneous observations of radioactive 

materials can be leveraged to detect, locate, and track materials. Less research in the nuclear 

security field has been published for distributed sensor networks compared to close-proximity 
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networks. Distributed sensor networks have conventionally been treated as single detector 

problems, where each sensor, or radiation detector, operates independently to detect radiation 

anomalies without leveraging other information within the network (i.e. constituting a detect-

and-wait scenario scenario). This section highlights notable projects and programs, in 

chronological order, that utilized distributed sensor networks primarily conducted in the 

Department of Energy’s National Laboratory network [48]. 

One of the earliest programs that focused on distributed sensor networks in the nuclear 

security realm was the Detection and Tracking System (DTS) at Lawrence Livermore National 

Laboratory (LLNL) [49, 50]. The DTS project began in the 1990s, integrating output from fixed 

and mobile radiation detection systems with information from various other preexisting sensors, 

such as traffic systems, to detect and track radiation anomalies in an area to guide interdiction 

operations. Unfortunately, very limited information was published to the general public on the 

DTS project, therefore the detection and data fusion methodologies and results are not available.  

The DTS program efforts at LLNL were continued under the Wide-Area Tracking 

System (WATS) aimed at fusing a heterogenous sensor array of radiation detectors, 

photogrammetry, traffic monitoring system data, and various other sensors (e.g., magnetometers, 

acoustics, or vibration) to a central processing center to process the data for end-users [51, 52]. 

Similar to the DTS program, the WATS program utilized commercial-off-the-shelf sensors 

coupled with radiation detectors at fixed locations to monitor an urban area but expanded on the 

previous efforts under DTS to synthesize and correlate data, both in the temporal and spatial 

domain. After a radiation anomaly is detected, WATS utilized a Bayesian-based statistical 

construct to account for expected time-of-arrival at other sensor locations based observed 

velocity vector to track an anomaly through the network [53, 54]. Identical to the DTS program, 



 23 

very limited information was published, therefore the detection and data fusion methodologies 

and results are not available.  

Around the same time, the Distributed Sensor Network with Collective Computation 

(DSN-CC) project at Los Alamos National Laboratory began investigating the use of small, 

inexpensive, radiation detectors coupled with contextual sensors (i.e. namely, 

microphones, accelerometers, and magnetometers) in a fixed configuration to track radiation 

anomalies [55]. The primary deliverables for the program focused on creating a testbed of 

commercial-off-the-shelf (COTS) sensors and provide preliminary analysis of tradeoffs when 

combining contextual sensors with radiation signal for tracking anomalies; an image of the 

constructed testbed is provided in Figure 7 [56]. 

DSN-CC utilized a simple logical approach for tracking anomalies by calculating the 

time-of-arrival for subsequent sensors by assuming a constant object velocity and known sensor 

positions. Moreover, the radiation signal was only processed to detect anomalies when one of the 

contextual sensors triggered, resulting in a reported lower false-alarm rate. In [57], Nemzek et al. 

illustrated a method using multiple sensor signals to approximate a vehicle’s velocity by 

employing inverse-square law signal depreciation coupled with a Bayesian construct. Limited 

data fusion or information sharing occurred between sensors in the network, except the estimated 

time-of-arrival. Furthermore, even though the attempt was to utilize the sensor network to cover 

a large area, only close-proximity, linear configurations along a roadway were analyzed in the 

publications [55, 56, 57]. 

The Adaptable Radiation Area Monitor (ARAM) at LLNL continued the research efforts 

from the previous LLNL DTS and WATS projects. The ARAM project constructed and tested 

portable systems, provided in Figure 8, containing radiation detectors, photogrammetry and  
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Figure 7: Image of the DSN-CC sensor array at LANL. [56] 
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global positioning system (GPS) sensors that can be positioned in any configuration to meet an 

end-user’s operational need [58]. The ARAM system utilized list-mode processing of radiation 

data to help increase signal-to-noise ratio, and thus improve detection sensitivity, along with 

photographs collected before, during, and after observing an anomalous event. The processed 

data is subsequently made available on secure web transmission for remote telemetry and end-

user viewing. From the available publications and LLNL reports, it is unclear how, or even if, 

ARAM utilized data other detection systems in the network, or if each system was operated in a 

stand-alone detection configuration [58]. 

From approximately 2008 to present, the majority of research in sensor networks for 

nuclear security has focused on either networks of mobile, small-form factor detection systems 

or networks fixed, static systems along roadways or at points of ingress. Most notably, the U.S. 

Department of Homeland Security (DHS) Domestic Nuclear Detection Office (DNDO), now 

incorporated into the Countering Weapons of Mass Destruction Office, funded two efforts called 

Intelligent Radiation Sensing System (IRSS) and Radiation Awareness and Interdiction Network 

(RAIN). The IRSS project was focused on providing equipping State, local, and tribal law 

enforcement with persistent radiation detection capabilities via a small form-factor radiation 

sensor with a flexible, wireless network architecture [59]. As one of the grant awardees, Passport 

Systems Inc. published their efforts in the IRSS program that utilized small, cylindrical NaI(Tl) 

radiation detectors, image provided in Figure 9, coupled to an Android smartphone device to 

provide GPS data and communication capabilities to a base station [60, 61]. 

During experimentation and testing phases of the DHS-IRSS project, these detector 

systems were deployed in fixed locations as well as on mobile system to survey a specific urban 

area. Each detector relayed radiation data (i.e. raw counts) to create a grid-based, radiation  
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Figure 8: Image of the LLNL Adaptable Radiation Area Monitor system. [58] 

 

 

Figure 9: Passport System Inc. prototype detection devices in support of the DHS-IRSS project. [61] 
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background map in order to obtain a baseline of the area for which to employ an anomaly 

detection algorithm. Upon initial detection of an anomaly on a single system, other adjacent 

systems in the specific region are sampled to localize the source based on the collected raw 

counts. In the publications, the developed algorithms required multiple observations of a source, 

either by dense network positioning or relatively strong radioactive source strength [62]. Similar 

to the close-proximity network methodologies expressed by Cunningham  [53] and Lanman [55], 

Bayesian inference approach was utilized by the DHS-IRSS vendors to incorporate the detector 

systems in the region to localize and track radioactive materials [60, 61]. Due to the requirement 

for simultaneous observations on multiple detector systems, the published work from this 

program does not address the issue of detecting and tracking anomalies in a truly distributed 

sensor network.  

The DHS-RAIN project investigated the benefits of fusing radiation detection with 

contextual sensors, namely video cameras and license plate readers, for monitoring roadways for 

radioactive threat materials with minimal impact to free-flowing traffic [63, 64]. Under the DHS-

RAIN project, a collaboration between Passport Systems, Inc. and Charles River Analytics, Inc. 

created an experimental testbed of COTS sensors to collect data in a controlled environment, as 

shown in Figure 10 and Figure 11 [64]. This collaborative effort focused on a feature-level data 

fusion, similar to the proposed research in this report, by extracting features from each modality 

and providing that information to an end-user for data fusion. The video cameras were utilized to 

track vehicles and obtain coherent vehicle tracks in order to attribute an observed radiation signal 

to a vehicle in scene. Utilizing an inverse-square law approximation, the vehicle that most 

closely meets the expected fit to raw radiation counts with the maximum likelihood estimate is 

selected to be the source-carrying vehicle [62]. Of note, there existed no data fusion architecture 
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Figure 10: Testbed for DHS-RAIN with radiation detection sensors and video cameras along a roadway. [64] 

 

 

 

Figure 11: Testbed for DHS-RAIN showing license plate readers position above flowing traffic. [64] 
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 between each of the deployed radiation sensors nor was there an approach to incorporate 

prior knowledge from previous detection events [62, 64]. This is key to highlight as this 

proposed research will attempt to utilize both of these factors. 

In 2014, the Defense Advanced Research Project Agency (DARPA) SIGMA program 

aimed to significantly improve the overall cost of deploying a city-scale, mobile, small form-

factor spectroscopic systems with robust networking capability [65]. This program utilized each 

detection system to continuously survey an area and send information to a central node to 

process the spectral data and update a radiation map of the region. Deploying detection systems 

made by Kromek Group PLC, such as the D3S system, the program has successfully deployed 

the smartphone-size systems to first responders in large metropolitan areas with more than 1000 

sensors surveying an area simultaneously [66, 67]. Unfortunately, limited information is publicly 

available regarding the algorithms and results for anomaly detection and fusion of the data. The 

primary reported successes highlight the capability to successfully network a large number of 

sensors (i.e. greater than 1000) and stream the data to a central node for processing [68]. 

1.3.3: Additional Relevant Works 

This section highlights other relevant research efforts to the proposed work in this document, 

primarily focusing on the use of orthogonal sensor modalities for increased situational 

awareness. The research efforts presented here are not sensor networks, thus were not included in 

the previous two subsections. There exist three notable projects that utilize additional sensor 

modalities in conjunction with radiation sensors:  

 

1. Mobile Urban Radiation Search (MURS) project [69, 70, 71], 

2. Radiological Multi-sensor Analysis Platform (RadMAP) project [72, 73], and 
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Figure 12: D3S RIID from Kromek with gamma and neutron detection capability. [67] 
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3. Radiological Source Detection and Tracking Based on Multi-Sensor Data Fusion project 

[76, 77, 78]. 

The MURS project, funded under U.S. DHS-DNDO at Lawrence Berkeley National 

Laboratory (LLBL), constructed and tested a modular designed detection system to be used 

within vehicle platform during radiological search operations [69, 70]. The system utilized six 

NaI(Tl) radiation detectors positioned in a cylindrical configuration to localize a radioactive 

material by comparing count rates in each detector as well as two 6LiF/ZnS neutron detectors to 

be positioned along both sides of the vehicle. Upon detection of a radioactive source, the MURS 

system begins capturing information from the non-radiological sensors, namely video cameras, 

infrared cameras, and LIDAR units, to provide additional information to the end-user for 

attribution. See Figure 13 and Figure 14 showing the MURS configuration [71]. The primary 

data fusion between radiation and contextual sensors that has been reported or published on the 

MURS project occurs by providing images to the end-users of the region estimated from the 

cylindrical NaI(Tl) module. Limited information is available on truly fusing the data streams or 

extracted features from the data streams to either infer anomaly properties or provide additional 

context to an end-user [71]. 

The RadMAP system, a DHS-DNDO funded effort at LLBL similar to the DHS-MURS 

project, outfitted a large truck platform with a multitude of sensors to study emerging concepts in 

mobile search scenarios [72]. The system, cutaway view provided in Figure 15, contained a 10 x 

10 array of NaI(Tl) detectors with a coded aperture mask made of lead for imaging, two arrays of 

high-purity germanium (HPGe) detectors, an array of liquid scintillator neutron detectors, two 

Velodyne LIDAR units, two video cameras, hyperspectral imaging systems, GPS units, and an 
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Figure 13: Illustration of DHS-MURS sensor configuration. [71] 

 

 

 

 

Figure 14: Image of the MURS modular system utilized for urban search operations. [71] 
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Figure 15: Image of the RadMAP system showing various sensors incorporated on the mobile platform. [73] 
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onboard weather station [73]. Utilizing a large array of radiation detectors for imaging coupled 

with the high-resolution HPGe systems provides the ability to detect, locate, and identify 

radiological anomalies during mobile search operations. The RadMAP project research efforts 

has utilized the data from the contextual sensors for two primary uses: (1) localize a radiological 

source in 3D space and (2) online radiation background estimation [72, 73]. Using the output 

from the NaI(Tl) coded mask array, a radiological source position is approximated using the 

angle and depth calculations over a series of time intervals. In a post-process manner, these 

estimates are subsequent used to project the position on the stitched video data and LIDAR data; 

an image of this process is provided in Figure 16 [73]. Utilizing a large array of radiation 

detectors for imaging coupled with the high-resolution HPGe systems provides the ability to 

detect, locate, and identify radiological anomalies during mobile search operations. The 

RadMAP project research efforts has utilized the data from the contextual sensors for two 

primary uses: (1) localize a radiological source in 3D space and (2) online radiation background 

estimation [72, 73]. Using the output from the NaI(Tl) coded mask array, a radiological source 

position is approximated using the angle and depth calculations over a series of time intervals. In 

a post-process manner, these estimates are subsequent used to project the position on the stitched 

video data and LIDAR data; an image of this process is provided in Figure 16 [73]. 

The second data fusion technique was for radiological background estimation during 

search operations. To estimate the expected background contribution, the video data is 

segmented using edges calculated within the video field-of-view (FOV) and is subsequently 

classified using a random forest classifier into a class, or material, category (i.e. grass, building, 

asphalt, or vehicle), as illustrated in Figure 17 [74]. Each classification has a predetermined 

spectral shape and activity [75]. A solid angle is then calculated between the segmented regions 
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Figure 16: Example RadMAP output from fusing coded-aperture and stitched video data. [73] 
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and the effective area of the detection system. A linear attenuation is applied for specific photon 

energies within the spectral information for each class category to estimate the expected 

background contribution by the segmented region. The results provided in [74] provide 

reasonably accurate results for estimating background contributions on the detection system, but 

can vary rather wildly if the preset spectral profile or activity of the material is not accurately 

known. Furthermore, image segmentation is highly dependent on edges or colors in the image, 

thus can provided less than ideal results if, for example, a material is different than the expected 

color. Important to note in regard to the discussed RadMAP project, a rather common problem 

with fusing video or LIDAR data, especially 3D pointclouds, is the computational power 

required to process each data stream. This is only compounded in the mobile search operation, 

when the reference frame is constantly changing within a fully dynamic scene. 

The third relevant research effort highlighted in this subsection is a DHS-DNDO 

Academic Research Initiative project conducted at the University of Florida (UF) that coupled a 

Velodyne LIDAR unit with a radiation detector to localize a mobile radiological source, as 

shown in Figure 18 [76]. The research efforts utilize a down sampled 2D pointcloud from the 

LIDAR and track objects in the LIDAR FOV using a Kalman filter. The positions of the objects 

tracked are utilized along with the raw count rate to calculate a correlation metric based on the 

inverse-square law. The cosine distance and the Pearson correlation methods were employed as 

the correlation metric between the position and observed count rate, where the object with the 

highest correlation was chosen as the source carrying object, as shown in Figure 19 [76, 77, 78]. 

The work continues to provide a method for multiple source being present in the scene by 

expanding the single source search to a source search equal to the number of detected objects 

[78]. This method allows for continuous searching for source when an object is detected in the 
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Figure 17: Example of data processing of image segmentation for background estimation for RadMAP. [74] 

 

 

 

Figure 18: Velodyne LIDAR and radiation detector configuration at the University of Florida. [76] 
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Figure 19: Example of fusing LIDAR and Radiation data from the University of Florida. [78] 

(Left) 2D LIDAR pointcloud showing objects tracked in yellow boxes. (Right) Observed distances of objects from 

LIDAR and inverse-square ratio of highest probable object. 
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pointcloud. The UF work provides a relevant example of feature-level data fusion between 

contextual sensor (e.g., LIDAR) and a single radiation sensor at a fixed position. The efforts 

performed do not to extract other features, such as velocity or object classification, which this 

work believes to be useful to tracking radiation anomalies when fusing the LIDAR data with 

radiation data. Furthermore, since the UF efforts focused on single, fixed locations; there is no 

method to utilize the extract features at other locations or nodes. Both of these comments will be 

addressed in the proposed research in the document. 

1.4: Problem Statement 

This work expands upon the previous approaches utilized in distributed sensor networks 

for tracking mobile radioactive materials. This is accomplished by utilizing data from the initial 

detected anomaly to increase detection sensitivity and correlate subsequent signals at other 

sensors with the initial anomalous data. Multiple features are extracted from the initial 

anomalous data and are used in a Bayesian-based classification method to track radioactive 

materials in the area. Additional, collocated sensors (i.e. namely, video data and LIDAR point 

clouds) are analyzed in order to improve the classification method, improve detection sensitivity, 

and reduce false-alarm rates. For context, a high-level schematic diagram is provided in Figure 

20 showing the general process of combining the primary sensor (i.e. radiation detector) and 

secondary sensors (i.e. LIDAR or video). In the spirit of full disclosure, the individual methods 

utilized to analyze each respective data stream may not be by itself novel, but the fusion of the 

data streams coupled with the created decision-making frameworks have yet to fully analyzed in 

literature. For this reason, the research efforts presented in this work provide a novel approach to 

feature-level data fusion for improved detection and tracking of radiological threats travelling 

through a distributed sensor network. 
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Figure 20: General schematic diagram for processing sensor data utilized in proposed work. 

  

Single Node: Proposed Framework

Figure: Proposed single-node logic for information fusion and decision-making framework.
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2: Distributed Sensor Network Data 

The data analyzed in this work was collected from a sensor network deployed on the 

campus of Oak Ridge National Laboratory. The sensor array is positioned around facilities that 

handle radiological materials and observes rather unique signals during facility operations, as 

shown in Figure 21. The enclosures, denoted to as nodes, are referred throughout this work by 

the number specified in Figure 21; specifically, Node01, Node04, Node06, Node10, Node11, and 

Node12. The sensors are located within temperature controlled, weather-proof enclosures and 

utilize a network time protocol for time synchronization for the sensors across the network. With 

six nodes operational, each node, see Figure 22 for an image of a node on the ORNL sensor 

array, in the network contains a 2” ´ 4” ´ 16” NaI(Tl) radiation detector, 3” ´ 3” NaI(Tl) 

cylindrical radiation detector, Davis Instruments weather station, GPS modules, Velodyne VLP-

16 Puck LIDAR sensor, and a single-board computer operating the data acquisition system 

(DAQ) [79, 80, 81]. Additionally, a network of video cameras is positioned in the area and is 

time synchronized to provide additional contextual information during the data analysis [82]. 

The primary sensors utilized in this work include the 2” ´ 4” ´ 16” NaI(Tl) radiation 

detector, Velodyne VLP-16 Puck LIDAR sensor, and the video cameras. The radiation detectors 

are considered the primary sensors that initiate an anomalous event with the LIDAR and video 

cameras referred to as secondary sensors that provide additional, or contextual, information 

during anomalous events. The radiation signal observed at each location varies from node to 

node, both in signal intensity and spectrally, as shown in Figure 23 and Figure 24. The variations 

in the observed signal is attributed to the unique background signals originating from naturally 

occurring radioactive materials observed at different geospatial locations.  
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Figure 21: Illustration showing location of nodes in ORNL sensor array. 

 

 

     

Figure 22: Image of a node (left) on the ORNL sensor array along with an image inside the enclosure (right). 
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Figure 23: Count rate histogram for nodes in the ORNL sensor array using arbitrary 10-second integration time. 

 

 

 

Figure 24: Normalized energy spectra for nodes in the ORNL sensor array. 
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The radiation data analyzed in this work are gain-stabilized by tracking the gamma-ray 

emission from K-40 at approximately 1460 keV. This allows for a more accurate comparison 

between spectra collect at different times on the same node as well as comparing spectra collect 

from different nodes, as the amplification gain in the photomultiplier tubes and associated 

detector electronics can shift over time [83, 84]. An energy calibration was initially performed 

using Eu-152 and Am-241 radioactive sources to provide multiple photopeaks for fitting a 

calibration curve for a 3 keV binning structure from 0.0 to 3000.0 keV. The data from the DAQ 

are collected 0.1 second time resolution but are summed to 1 second resolution in this work, as 

shown by the frequency in the example scenario provided in Figure 25 along with the 

corresponding images observed from the video data. Analysis and feature extraction for each 

data stream is described in the following chapter.  
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Figure 25: Count rate time series for example anomalous event from ORNL sensor array. 
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3: Anomaly Detection and Feature Extraction Methodologies  

This chapter introduces and describes the methods utilized to analyze three data streams; 

radiation data, LIDAR point clouds, and video data. The analysis methods are utilized to extract 

specific features from the respective data stream to construct a feature-level data fusion, 

discussed on later sections of this work.  

3.1: Radiation Data Analysis 

As the primary anomaly detection sensor in this work, the data collected from the 2” ´ 4” 

´ 16” NaI(Tl) radiation detector require a robust analysis method as each sensor has unique 

signal features; namely, intensity and spectral shape. The primary goal in analyzing the radiation 

data is to detect anomalies and outliers in the signal with a high true-positive rate (TPR) and low 

false-positive rate (FPR). Time-series anomaly detection is utilized in numerous of domains with 

a plethora of published research in recent years [85, 86, 87]. Furthermore, there exists a 

multitude of algorithms specifically for the use of detecting anomalous signals in real-world 

radiation data [88, 89, 90, 91]. 

In this work, a conventional gross count rate approach is utilized to detect anomalies in 

the total count rate across the entire energy range (i.e. 0 to 3000 keV). This approach is referred 

to as the gross counts detection method and utilizes two rolling-windows to compare the 

expected count rate from the background window with the count rate in the foreground window. 

This is concept, shown in Figure 26, is a relatively simple approach to detect anomalies in time-

series data. 

The background and foreground windows are separated by a dead zone of a few seconds, 

in this case. This allows for improved detectability by limiting the chance a slowly increasing 
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Figure 26: Example of two-window approach for detecting anomalies in time-series data. 
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 anomaly or a low-frequency anomaly from increasing the expected count rate in the background 

window prior classifying the anomaly in the foreground.  

The gross count rate data within each window is assumed to be a sample from a Gaussian 

distribution, therefore the mean gross count rate (𝜇) within the window is obtained by dividing 

the summation of the total counts in the window by the total window live time (𝑡). A decision 

metric (𝐷) is obtained by calculating the difference between the acquired means for each window 

and dividing by the difference by the square-root of the background mean (i.e. standard deviation 

as the sample is assumed Gaussian distributed). This decision metric is provided in the following 

using the respective parameters for the background (𝐵) and foreground (𝐹) windows shown in 

the subscript, 𝐷 =
#$%&%

'$(&(
)

*
$(
&(

. 

Two key hyperparameters are required for calculating the decision metric for this 

approach; size of the rolling-windows and the detection threshold. The detection threshold is 

dependent on the size of both the background and foreground rolling-windows, therefore it is 

address first. If the windows are too small, especially for the background, the sample mean can 

vary greatly from the population or true mean count rate due to high variability in a small sample 

size. Furthermore, the standard error depends directly on the sample size [17, 92]. Furthermore, 

there are differing opinions when determining the minimum sample size required to justify the 

assumption that data is Gaussian distributed governed by the central limit theorem [92, 93, 94]. 

The central limit theorem states that the sample mean with a large sample size of independent 

random variables is approximately Gaussian distributed [95]. In this work, a background sample 

size of 30 it utilized, which is in itself rather controversial and a window size greater than 30 can 

provide a more accurate representation of the true mean count rate of the background.  
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The foreground window size is unique in that the window-size should be optimized to maximize 

the SNR (recall from page 6) by limiting the background noise contribution to the mean of the 

window. In addition, the window size should be large enough to remain robust to single-instance 

anomalies that can occur inherent to most statistical processes. To help bound this issue, 

previously published efforts are utilized. Aucott et al. [29, 96] and Nemzek et al. [39] arrive at 

similar solutions from different approaches to calculating the optimal window-size during mobile 

search operations of a static, stationary radioactive material. In order to maximize the SNR, the 

original SNR is initially expanded to incorporate the full source and background terms assuming 

a fixed offset distance (ℎ). Figure 27 illustrates the scenario at hand, which was recreated from 

[29] to provide context for the reader. The count rate observed from the radioactive material can 

be generally thought to follow an inverse-square function, aside from the solid angle, attenuation, 

or detector efficiencies parameters which also govern the observed count rate. 

The integration with respect to time in both [29, 96] and [39] is changed to the spatial 

domain, referred to as the interaction length in [39], and calculated by rearranging the 

conventional velocity formula to obtain the time parameter (𝑑𝑡); that is, 𝑣 = ~q
~@

 to 𝑑𝑡 = ~q
�

. 

If the interaction length is specified at the center of the detection (i.e. 𝑥 = 0), the integrals can be 

performed over the range [−𝑥,+𝑥]. Assuming a constant standoff distance (ℎ) and a constant 

background contribution, rearranging the velocity formula and modifying the 𝑑𝑡 term, the SNR 

can be expanded to incorporate multiple parameters, 𝑆 = ∫ ./
0(2)4564

50
'0 𝑑𝑡 = ∫ ./

0(2)4564
50
'0

90
:
=

;	./
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Using the expanded the SNR formula, the optimal spatial window is calculated at the peak of the 

derivative with respect to (𝑥) acquired by setting the derivative equal to zero, the particle  
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Figure 27: Illustration of integration width for mobile source scenario. 
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deriviate can be obtained, T.UV
T0

= W
	4	J/	
K	X 	MNOPMQB		R	L 	C

B	4	(	R/	K C
/.S Y Z

T0
= 0. The numerator of the partial derivate is 

subsequently set to equal zero 2𝑥𝑦	 − (𝑥w + 𝑦w) arctan e	q
s
	h = 0. Aucott et al. [29, 96] solves 

the quadratic numerically to arrive at the following relationship, 𝑥 = 1.39	𝑦. 

  This allows for an optimal integration window if the expected vehicle offset and speed is 

known. In  [29, 96] and [39], the authors note that even with an optimal window calculating, the 

addition of the operational parameters (e.g., attenuation through air or solid angle changes) can 

greatly alter the relationship. For example, Nemzek et al. calculate the optimal integration time, 

referred to as timing resolution in this work, as a function a velocity of the radioactive materials 

at a given distance of closest approach and source activity (i.e. 20 meters and 10 milliCurie). The 

results are provided in Figure 28 and additionally provides an optimal integration time that 

maximizes the SNR for the range of velocities analyzed shown by the dashed line [39]. 

As the velocity increases, the SNR decreases, which is expected as the time of interaction 

decreases. Figure 28 additionally provides an optimal integration time that maximizes the SNR 

for the range of velocities for the specific scenario analyzed shown by the dashed line [39].  A 

primary concern when performing the above approaches is the calculated integration window is 

optimized for a specific scenario and can decrease the robustness as the integration window may 

be suboptimal for different scenarios [29, 39, 96].  Having speed and distances estimates could 

allow window optimization to assist in calculating an optimal foreground window for the 

anomaly detection methodology utilized in this work. The monitored area within  the ORNL 

sensor array typically observes pedestrians and vehicular traffic ranging from 1 to 4 meters 

distance of closest approach. The velocity varies between pedestrians and vehicular traffic, but 

range from 4 to 35 miles per hours, or approximately 2 to 15 meters per second. If the primary 
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Figure 28: Optimal integration time for arbitrary mobile radioactive source scenario. [39] 
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\ concern is detecting mobile radioactive materials in vehicles, typical travel paths and distance 

of closest approach are relatively known as the vehicle is assumed to stay within the lanes of the 

roadway. Furthermore, if limited information is known prior to deploying a sensor array, the 

speed limit can be utilized to estimate the optimal timing resolution for the area; 25 miles per 

hours (~11 meters per second) for the ORNL sensor array. Using the optimal integration 

window length relationship described in [29, 96] and assuming a 2 meters and 11 meters per 

second for the average expected anomaly interactions, an integration time can be acquired; that 

is, 𝑥 = 1.39	𝑦 = 1.39	(	2	m	) = 2.78	m and subsequently, 𝑡 = w	(	w.��	F	)
��	F/NHO

≅ 0.5	sec. A relatively 

short integration time of approximately 0.5 seconds is obtained due to the small distance of 

closest approach and moderately slow vehicular speeds for the sensor array utilized in this work. 

In addition, recall that the data in this work are analyzed at a 1 second timing resolution, thus 

using a sub-second integration time is not addressed here. Using 1 second foreground and 30 

second background window widths, six months of data from ORNL sensor array is used to create 

a ROC curve for the gross count detection algorithm (see page 48 for decision metric). Figure 29 

provides resulting ROC curve using the normal approximation error bounds discussed 

previously. The ROC curve in Figure 29 provides suitable results as an optimal classifier lies in 

the upper left of the ROC curve with high true positive rate with low positive rate. The normal 

approximation for uncertainty quantifying decreases at higher decision metrics values (i.e. left 

side of the ROC curve) as no successful classifications (𝑛/) are made, resulting in the bounds 

going to zero. Using a decision threshold at 95% true positive rate, the length of the detected 

anomalies is provided for context in Figure 30. Approximately 50% of all alarm events detected 

are equal or less 5 seconds in length. The majority of the longer alarms detected are inherent to 

monitoring facilities that handle radioactive materials, as normal facility operations, such as  
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Figure 29: Receiver operator characteristic curve for gross count anomaly detection algorithm. 

 

 

Figure 30: Histogram of alarm length times for anomalies detected from sensor array. 
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loading or unload materials for transport, require extended periods of time by facility and safety 

personnel to perform the tasks. An important result to note is that as 50% of the alarms being less 

than or equal 5 seconds in length provides only a short period of time to collect useful data. For 

instance, a short interaction can provide sparse energy spectra observed during the alarm events, 

especially for anomalies with small observed count rates. This will be further assessed in the 

following chapter with proposed potential solutions. 

3.2: LIDAR Data Analysis 

To provide contextual information to the radiation anomalies detected using the 

previously discussed approach, a LIDAR unit can be utilized to detect, track, and, perhaps, 

classify moving objects in the scene around the nodes. This allows for additional information to 

be extracted that can be used for approximating properties of the anomaly (e.g., activity of the 

radioactive material) and other useful inferred features (e.g., velocity estimate).  

LIDAR units have been utilized in recent years to provide contextual information for a 

variety of scenarios, such as aerosol monitoring, geological surveys, autonomous vehicle 

navigation, and, as shown previously, even  radiation detection [97, 98, 99, 100, 101]. In basic 

terms, LIDAR units operate by counting the time between events, namely backscattered or 

reflected optical signal, rotating laser. With the photon attenuation of air known prior or 

approximated using onboard environmental sensors, the distance from the returned signal is 

estimated from the time delay between emission and receiving the same signal, referred to as the 

time-of-flight (TOF) principle. The returned signals are typically correlated by emitting a known, 

specific pattern of pulses by altering the intensity, phase, and/or frequency of the signal [99, 

102]. For additional background information on the various methodologies and strategies to 

perform distance and mapping procedures, the author suggests review the publications [101, 103] 
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and the text [99, 102, 104] for more in-depth information and comparison of current 

technologies. 

In this work, a Velodyne VLP-16 Puck LIDAR unit that provides data from 16 lasers 

aligned in a column providing 360° data by rotating the column at frequencies from 1 to 10 Hz 

[81, 105]. Using the TOF principle, Velodyne provides software to process the data collected in 

live time and concatenate the data a specific integration time, such as 0.1 second to 5 second, to 

form 3-dimensional (3D) point clouds. In Figure 31, an example point cloud is provided from a 

Velodyne LIDAR unit that is shaded from red to blue for low to high confidence returns [106].  

It is worth noting that the Velodyne sensors also return an additional parameter referred 

to as reflectivity that measures the reflective properties of the material or medium the incident 

beam strikes. This parameter attempts to measure the absorbent and reflectivity properties based 

on diffuse returns and changes in the returned magnitudes [105]. This parameter is not evaluated 

in this work and only the 3D locations of the returns are analyzed. The DAQ on the ORNL 

sensor array store the packets received from the LIDAR units in PCAP (i.e. file extension .pcap) 

files, in contrast to the more commonly utilized formats, such as LAS (i.e. file extension .las) 

[107, 108]. The PCAP files contain the timestamp, intensity-of-return, distance, azimuth, and 

laser unique identification number over a specified time period. To parse the PCAP files, two 

methods were employed. First, the Robot Operating System (ROS) framework is utilized to read, 

process, and pipe the down sampled point clouds to Python for further processing (i.e. object 

detection and tracking) [109]. ROS contains multiple libraries and tools for efficiently reading 

point cloud file formats, but requires a real-time replay of the saved file; meaning a point cloud 

file collected over six-hours would have six-hours to read and analyze. Using the ROS libraries 

provides a pipeline for real-time analysis of experimental or operational scenarios but is not  
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Figure 31: Example 3D point cloud collected from Velodyne LIDAR unit. [106] 
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utilized for analyzing historic files. To overcome this shortfall, the PCAP files are 

converted to an HDF5 format which can be manipulated and directly processed in Python. This 

is less than ideal as it does require a time convert the files but is suffice in this work for 

analyzing the data in a post-process sense.  

Prior to converting the data, the point clouds are down sampled to lower the computation 

costs in analyzing the large point clouds. It was learned early on during this work that it is 

important to down sample the data by removing points in specific regions of low important, such 

as an open field behind a node that observes no traffic. An example point cloud from one of the 

nodes in the ORNL sensor array is provided in Figure 32 for a 1.0 second integration with a 

removal of all points behind the Velodyne unit. The LIDAR unit is position in the middle-right 

of Figure 32 and is assumed to be the origin of the coordinate system. Even with the removal of 

points in certain regions of the point cloud, the LIDAR units typically observe point clouds in 

excess of 100,000 points per second when operating at the 10 Hz rotation frequency. In an 

attempt to lower the computation time required to process the point clouds in near-real time, the 

point clouds are further processed by performing a ground subtraction along with eliminating 

low confidence points (i.e. low intensity-of-return). Ground subtraction significantly decreases 

the amount of point in the points to be processed by removing specific regions in the point cloud, 

especially dense areas near the LIDAR unit, and is regarded as nonessential for the purposes of 

detecting and tracking moving objects. Several unique approaches for performing ground 

subtraction from points clouds can be utilized and references [110, 111] provide more in-depth 

information.  

In this work, a more simplistic approach is utilized by only processing points within a 

predetermined range along the z-axis (i.e. vertical axis with origin at the LIDAR unit). Points  
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Figure 32: Example image of LIDAR point cloud. 
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outside the range from 0.3 meters to 4 meters along the z-axis are removed along with points 

greater than 30 meters from the LIDAR unit. The resulting 3D point cloud now only contains 

relevant region of interests around each node, reducing the point clouds in excess of 100,000 

points to less than 30,000 points for 1 second integration. Absent of any robust COTS solution 

for analyzing 3D point clouds for detecting and tracking objects, the analysis method 

implemented in this work analyzes the point clouds by creating an occupancy grid by 

constructing two-dimensional (2D) histogram of the point cloud after collapsing the data along 

the 𝑧-axis. Occupancy grids are created by collecting the 2D histogram data for a predetermined 

integration time and spatial resolution to estimate the probability each cell in the histogram is 

occupied [112, 113]. Unfortunately, occupancy grids can be computationally expensive to 

analyze and a trade-off exists between selecting optimal integration time and resolution of the 

grid (i.e. cell size). A large cell size (e.g., 2 meters by 2 meters) decreases the resolution and 

subsequently the sensitivity of the detecting a moving object as the points collected could fall 

within a previously occupied cell. In contrast, a small cell size (e.g., 0.1 meters by 0.1 meters) 

increases the resolution, but also increases the false-positive rate for detecting a moving object 

primarily due to large amount of noise inherent to the point clouds. Furthermore, each sensor 

location has a unique environment in the vicinity of the sensor, thus unique hyperparameters are 

required for each.  

The occupancy grid algorithm alarms when LIDAR points are observed in a previously 

unoccupied gird cell for three consecutive frames (i.e. three 0.1 second frames). Requiring a 

previously unoccupied grid cell to have multiple LIDAR points within the cell for three 

consecutive frames reduced the false alarm rate drastically due to the large noise component 

inherent to LIDAR point clouds. After a LIDAR detection is made, the LIDAR points in specific 
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cells-of-interest (i.e. previously unoccupied cell that are now occupied) are clustered and a 

pseudo-center position of the cluster is calculated by averaging the (𝑥, 𝑦) positions of the 

anomalous points. The center point is subsequently implemented in a Kalman filter to calculate a 

velocity vector (i.e. expected center position and expected speed in both the 𝑥 and 𝑦 directions) 

until the alarm status returns to normal background via the occupancy grid algorithm [114]. A 

Kalman filter is particularly suited for this task as it is able to incorporate previous timesteps 

information to form predictions with associated noise and update, or correct, the predictions 

upon performing a measurement. The Kalman filter utilized in this manner is extremely common 

in object tracking applications and is not fully derived in this work, but the author suggests the 

interested readers to review the references [115, 116, 117]. for additional information for the full 

derivation along with applications. The output of the filter provides the location and speed of the 

object, which is utilized to approximate the travel times to the other sensors in the network. 

A histogram cell size of 1 square meter (mw) is utilized in this work to create the 

occupancy grid as it was found to reduce the point clouds adequately and decreased the false 

alarm rate to near zero at all six locations. Additionally, even with relatively large points 

remaining in the point cloud (i.e. ~30,000 at each node), performing the 2D histogram is a 

relatively low computation expense and can be performed in real-time as only a limited number 

of cells are after filtering the raw point cloud using the numerical package NumPy in Python 

[118]. In Figure 33, an overview of the entire process for real-time point cloud processing from 

importing the raw data stream using ROS and the creation of an occupancy grid in Python after 

filtering the point cloud. The occupancy grid method is susceptible to errors, especially when 

performing the background subtraction on non-level terrain (e.g., hillside) and inability classify 

the detected object (e.g., human, car, or truck).  
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Figure 33: Overview of LIDAR data processing using ROS and python. 
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3.3: Video Data Analysis 

Digital image and video data remain one of the most popular information streams as it is an 

inherently interdisciplinary with an intersection between optics, sensing, signal processing, and 

data analytics with plethora of unique motivations within the R&D community [119, 120, 121]. 

Image and video processing provides a rich data stream that provides information in the 

immediate environment around the sensor. Three common applications in image and video 

processing involve object detection, classification, and tracking [121, 122, 123, 124]. These tasks 

involve transforming an image or video frame into a numerical representation matrix and 

subsequently iterating over the matrix to locate objects within the image or video frame and 

classifying said objects. This generalized approach is broadly referred to as computer vision, as 

the data is typically processed in an automated fashion using trained computational models [125, 

126].  

Ultimately, the goal of image and video processing for the scenarios in this work is to find 

objects in the field-of-view of the camera and classify the detected object (e.g., human, vehicle, 

etc.) for later comparison with other anomalous events. Performing such tasks, while relatively 

simple for humans, can be nontrivial to automate without human intervention. In an attempt to 

mimic the process performed in the human brain, neural networks were created consisting of 

different nodes with multiple layers, similar to the hypothesized architecture of the human brain. 

The networks can be used to create predictive models in both supervised (i.e. known 

classification labels) and unsupervised (i.e. unknown classification labels) methods [125, 126]. 

Neural networks can perform tasks that are invariant to the linearity and parametric relationships 

in data. The obtained model can provide a robust and generalizable approach for classification, 

or object recognition. There exists a superfluity of literature on the various techniques, neural 
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network architectures, and COTS solutions for object detection, recognition, and tracking and the 

author of this work suggests the reader to review [125, 126, 127] for more in-depth information 

regarding the fundamental concepts of this problem space.  

With the purpose of using COTS algorithms for processing the video data, the chosen 

approach should be efficient at providing moderately fast results on an edge device with a high 

degree of accuracy. The variety of unique classes available for classification is not as important 

for the scenarios described in this work, as the primary objects encountered are expected to be 

either people or vehicles. With those considerations in mind, there exist several COTS, open 

source solutions: 

1. InceptionV3 [128, 129, 130], 

2. RetinaNet [131], 

3. Single Shot Detector (SSD) [132, 133], 

4. Fast / Faster R-CNN (Region-based Convolutional Neural Network) [134, 135, 136], and 

5. You Only Look Once (YOLO) [137, 138]. 

The speed, or efficiency, at which the specific algorithm operates primarily depends on the 

resources (i.e. computation power) utilized to process the data and the complexity of the neural 

network (i.e. number of operations required per image or video frame). There exists a tradeoff 

that must be understood between a classifiers’ accuracy and the processing speed. To quantify 

the accuracy of an object classifier, the average precision (𝐴𝑃) metric is typically utilized as the 

de facto standard. The 𝐴𝑃 combines the precision and recall (see the following equations) of the 

algorithm’s classifications to evaluate the performance of the algorithm in a single metric [17]; 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑃 = ��
��'��

 and 𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑅 = ��
��'�3

	. 
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In more general language, the precision calculates the accuracy of the classification 

predictions (i.e. when the algorithm detected an object, how well did it do?) and the recall 

measures how well the algorithm identifies all, or a portion, of the correct classifications (i.e. 

how did the algorithm predict every time it should have detected?). The precision is further 

expanded in regard to object detection using the intersection over union (IoU) metric to evaluate 

the amount the predicted bounding box overlaps with correct bounding box. This is generalized 

in the following manner utilizing the area of the predicted bounding box �𝐴�� and the area of the 

correct bounding box (𝐴 ) using union (∪) and intersection (∩) set notation with a perfect 

overlap equal to 1.0, 𝐼𝑜𝑈 = ¤	a¥∩a¦	¤
¤	a¥∪a¦	¤

		[139]. A minimum IoU value is predetermined prior to 

training the neural network on a dataset with typical predictions only classified if IoU values are 

greater than or equal to 0.5 (i.e. commonly reported at AP©ª) [141]. This means for IoU values 

greater than or equal to 0.5 are classified as true positives, while values less than 0.5 result in a 

false positive. Additionally, false negatives are observed when an object is present in the data, 

but no detection is made by the specific algorithm. The precision and recall are calculated for a 

variety of confidence thresholds creating a precision-recall curve, which for the readers from the 

radiation detection community can be thought of as a plot to provide similar information to that 

of a ROC curve. A large area under the curve for a precision-recall plot provides high recall and 

precision, where, recall, high recall represents a low false negative rate and a high precision 

represents a low false positive rate. The AP is calculated by summing the precision-weighted 

difference between the current and previous recall at the 𝑁S« threshold value, 𝐴𝑃 =

∫𝑃(𝑅)	𝑑𝑅 ≅ ∑ 𝑃13 (𝑅1 − 𝑅1r�) . 

Since the precision and recall values fall within 0 to 1 range, the 𝐴𝑃 also falls within the 

range. The mean average precision (𝑚𝐴𝑃) is generally utilized for reporting an algorithm’s 
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accuracy, where 𝑚𝐴𝑃 is the averages AP over 𝑁 number of queries or classifications in the 

model, 𝑚𝐴𝑃 = �
3
∑ 𝐴𝑃?3
?®�  [139, 141]. It is important to note that the 𝐴𝑃 and the 𝑚𝐴𝑃 can be 

identical in reporting the value depending on how the authors calculate the metrics; therefore, 

users should review the methodology implemented for the data and specific model utilized.  

Fortunately, there exist multiple publications that compare several of the COTS models on 

identical training and test data for the provided models in the previously shown list [137, 138, 

140]. Using the popular COCO dataset of labelled images, the Table 3 borrowed from Redmon, 

et al. provides a concise comparison of multiple object detection and classification models using 

𝑚𝐴𝑃©ª and inference time as performance metric on a Titan X GPU [138]. Of note, the values in 

the model names in Table 3 correspond to the model size. For example, SSD (321) represents a 

321 x 321 input image, which may require resizing of the input image or video frame.  

In this work, the YOLOv3 (i.e. Version 3 of YOLO) algorithm is utilized within the Open 

source Computer Vision (OpenCV) library along with TensorFlow in Python. This model is used 

due to the model’s relatively high 𝑚𝐴𝑃 and extremely fast inference time (i.e. time required to 

detect and classify objects) [139, 142]. The YOLOv3 algorithm performs a regression detection 

model by iterating over the image or video frame for a given bounding box size, sometime 

referred to as fixed-grid regression [138]. YOLOv3 separates the frame into cells and iterates 

over the created cells using the trained convolutional neural network and provides classification 

values.  The dimensions of the bounding boxes are predetermined using the dataset to train the 

anchor box locations within the network rather than naively predicting boxes of all sizes [143, 

144]. The YOLOv3 implementation within OpenCV is pre-trained on the COCO dataset and 

contains 80 unique classes (see page 230 in Appendix for class list) [145]. Unlike the previous 

versions of YOLO that softmax the class scores and assume classes are mutually exclusive, 
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YOLOv3 utilizes independent logistic classifiers with the scores above a specific threshold used 

to classify the specific bound box [138]. An example event from two video feeds on the ORNL 

sensor array is shown in Figure 34 with the resulting bounding box for the detected object. 

 No performance issues were detected when implementing the YOLOv3 model regarding 

the inference time and object detection on the ORNL sensor data, but an observation was made 

when attempting to select the object classification when processing time series data for an event 

(e.g., motion event). During an event, the model processes each frame in the video feed and 

provides an output vector of confidence for each unique classification node in the output layer. 

Conventional methods select the highest confidence classification in the output layer as the 

predicted class for the detected object in scene, but during a motion, different high confidence 

classifications can occur that contradict one another. For example, it was not uncommon to 

observe a misclassification of an object at the edges of the frames (i.e. when entering or leaving 

the camera field-of-view) or if the view of the object become partially obstructed. If the 

conventional approach is employed, the classifications can vary throughout event, as shown in 

Figure 35, making it difficult to select a classification. In Figure 35, the object enters the scene 

and the following classification vector for the 3-frame motion event is obtained, 𝑉 =

[𝑐𝑎𝑟, 𝑡𝑟𝑢𝑐𝑘, 𝑡𝑟𝑢𝑐𝑘].  

To select the correct object classification for the motion event, two simple methods can 

be utilized. First, if the user trusts the model’s output, the classification with the highest 

confidence can be used to classify the object for the event (e.g., truck with a value of 0.89 in 

Frame 3 in Figure 35). Second, one can use the mode of the classification vector as it appears 

most often. For the example in Figure 35, both methods would provide the same result, but is not 

the case for all events. In this work, the mode of the output classification vector is utilized as this  



 68 

 

Table 3: Performance comparison of various object detection and classification models. [138] 

Model 𝒎𝑨𝑷𝟓𝟎 Inference 
Time (msec) 

SSD (321) 45.4 61 
SSD (513) 50.4 125 
Fast R-CNN 59.1* 172 
Faster R-CNN 51.9 85 
RetinaNet-50 (500) 50.9 73 
RetinaNet-101 (500) 53.1 90 
RetinaNet-101 (800) 57.5 198 
YOLOv3 (320) 51.5 22* 
YOLOv3 (416) 55.3 29 
YOLOv3 (608) 57.9 51 

* Optimal value for specific parameter. 
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Figure 34: Time series video processing from sensor ORNL using YOLOv3. 

 
 

 
Figure 35: Example model output from motion event with differing classifications. 

 
 
 

  

Dataset: Video Camera Data

Node #12 Camera

Node #01 Camera

Truck (65%) at T0 Truck (64%) at T1 None at T2

None at T2 Truck (82%) at T3 Truck (63%) at T4

Figure:  Schematic of time series video anomaly with corresponding images from 
Node12 to Node01 video sequence.

31

• Video data is a rich data stream with a plethora of open-source useful algorithms 
for online or offline feature extraction.

T0T1T2T3T4

• ORNL dataset has +12 cameras 
within their DSN; a portion of which 
are not co-located with the node.

• A few predominate issues currently:
1. Methodology to account for varying 

camera field-of-view for correlating 
signals, and

2. Requires a methodology to quantify 
COTS algorithm uncertainty. 

Figure: UniFi Video Camera G3 Bullet.
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method assumes that the correct classification will be most dominant in the output classification 

vector. It was found during experimentation that this claim was true for the cameras on the 

ORNL sensor array, primarily due to the location and field of view of the cameras with respect to 

the walking paths and roadways. An alternative approach was utilized that averaged the 

classification confidences for each reported, unique classification and subsequently selecting the 

classification with the highest mean confidence. This technique provided identical results to the 

mode selection technique during experimentation, but will be utilized moving forward as it 

thought to provide a better representation of the actual object classification from the event. 

The YOLOv3 model is further customized by only returning only the unique classes of 

interest, which in this work is human, car, or truck classifications (i.e. all remaining 

classifications are set to zero). Of note, this modification does not provide any speed 

improvement when performing the detection and classification calculation but limits the 

classifications to only specific classifications expected to be transporting radiological materials. 

Furthermore, a smaller neural network version of the YOLOv3 architecture is used in order to 

decrease the inference time to detect and classify objects by decreasing the depth of the 

convolution layers from 53 to 19 (i.e. DarkNet-53 to DarkNet-19 architecture). [138] The tiny-

YOLOv3 does lower the classification accuracy of the model when compared to the architecture 

in YOLOv3, but the real-time performance and less strain on the system from a computation 

standpoint is deemed more vital. 
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4: Distributed Radiation Detection 

To quantify the benefit contextual sensors provide to tracking anomalies through a sensor 

network, it is first important to first understand the ability and limitations of a radiation-only 

sensor network. In the absence of any available literature on truly distributed radiation sensor 

networks, this work presents two approaches that can be utilized in unison for tracking 

anomalies. The first utilizes spectral information collected during the radiation anomaly and 

compares the collected spectrum with subsequent radiation anomalous spectra collected at down-

stream sensors. This approach provides quantifiable evidence that the anomalous spectra 

collected at multiple sensors originated from the same radioactive source distribution. The 

second approach presented utilizes the spectral information to create a region-of-interest 

approach to improve down-stream detection sensitivity. The region-of-interest is selected by 

obtaining the highest signal-to-noise ratio region from the initial anomalous energy spectrum. 

This approach expands upon a reported censor energy window method to provide a more robust 

approach [146, 147]. 

In this chapter, both approaches are first presented along with analysis on multiple 

methodologies to accomplish their respective task. The down-selected methods for both 

approaches are subsequently employed on synthetic and anomalous radiation event data from 

ORNL sensor array to evaluate the methods’ output. The final section of this chapter attempts to 

tie the former sections together by providing a more in-depth assessment by providing a 

decision-making architecture using the previous output on the of the ORNL sensor array data to 

provide an end-user with a detection decision in an automated fashion.  
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4.1: Energy Spectra Comparison 

Upon detecting an anomalous signal from the radiation detector, the spectral information 

during the alarm event can be utilized for several reasons. If the source intensity is relatively 

high compared to background and high energy resolution detection system is employed, then 

radioisotope identification methods can be employed. Conventional radioisotope identification 

methods utilize precalculated energy spectra templates for various radioisotopes and compare 

with the collected energy spectrum with the template [148, 149]. In an operational setting, 

radioisotope identification can be difficult due to short interaction times, weak source activity, or 

lack of signal in the photopeak due to the presence of shielding or attenuating material between 

the source and detector. Conventionally, radiation detection systems with low to moderate 

energy resolution (e.g., NaI(Tl) or PVT) detectors are utilized, further increasing the difficulty of 

the radioisotope identification due to the broad energy peaks. Worth noting, spectra from low 

resolution detectors have been able to accurately identify source in low signal-to-noise ratio 

operations by deconvolving the spectral data. Performing the deconvolution filtering process 

requires full knowledge of the detector’s response, which is typically acquired by modelling the 

response using particle transport codes (e.g., Monte Carlo N-Particle code, or MCNP) [150]. In 

this work, the NaI(Tl) radiation detectors utilized are low energy resolution and primarily 

observe mobile radioactive source moving at high rates of speed, thus no radioisotope 

identification process is employed. 

If partial or imperfect spectral information is obtained and radioisotope identification is 

difficult to accurately obtain, the collected anomalous energy spectra can be compared to spectra 

collected at other detection systems. This process assists in tracking a source in an area by 

measuring the similarity between the collected anomalous signals. For instance, assume a 
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relatively strong source is detected at a location and no radioisotope identification is made. The 

energy spectra collected during the anomalous event can be combined and background-

subtracted to obtain an, often very noisy, approximation of the source spectra. If the same source 

subsequently passes another detection system, the apparent source spectra measured during the 

previous anomalous event can be compared to the current background-subtracted spectra to 

verify if this is the same radioactive material or a new material all together. To provide 

additional context to this example, a source spectrum was modelling in MCNP with gaussian 

broadening employed for two different source activities combined with a normalized background 

spectrum obtained from the ORNL array; both distributions are shown in Figure 36. 

Assuming the radioactive source is initially detected at Node01 and, after some amount 

of time passes, is detected at Node02, the spectra during the events can be summed, as shown in 

Figure 37. Both spectra obtained from the MCNP models are sampled as Poisson variables to 

align with realistic samples. Moving forward, if the radiation background is relatively stable for 

both Node01 and Node02 systems, a background spectrum can be subtracted from the anomalous 

spectra which should be analogous to a sample distribution from the source spectrum, show in 

Figure 38. Two issues arise when attempting to compare the resulting background-subtracted 

spectrum. First, if the anomalous events typically occur quickly and the radioactive material has 

a low to moderate activity, the resulting spectrum collected can be sparse and noisy. Second, the 

intensity observed can be can vastly differ, primarily governed by the inverse-square law, timing 

resolution, and speed of the source, which creates unique issues when comparing the spectra 

using distance-based measures 

To overcome the sparse and noisy nature of collected spectrum, two approaches can be 

utilized: 
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Figure 36: Example distributions for background and a radioactive source. 

 

 

Figure 37: Source spectrum from two locations. (Top) Example energy spectrum collected during anomalous event 

at Node01. (Bottom) Example energy spectrum collected during anomalous event at Node02. 
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Figure 38: Background subtracted energy spectra for Node01 (top)  and Node02 (bottom). 
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1. modify the spectrum binning structure, or  

2. apply a filter to smooth the spectra.  

Applying a new binning structure to the spectra has benefits to lower the signal-to-noise ratio in 

specific region where signal from the source is much greater than the background component, 

but resolution is sacrificed. A common solution is to linearly combine, or summate, the bins in 

the spectrum to a lower order (e.g., 1024 bins to 128 bins). The second approach applies a filter 

to decrease the noise while preserving the overall shape of the spectra by smoothing the data. 

With a plethora of filtering algorithms available, there exist multiple methods to smooth noisy 

data, such as polynomial smoothing splines, moving average convolutions, or kernel density 

functions. It is key that the filter chosen should conserve the underlying statistics, where the area 

under the curve remains equal with no values are lost and nonphysical values are possible, such 

as values at negative energies. If a moving average, or windowed, approach is utilized, the size 

of the window as well as the regression method used are key hyperparameters to predetermine to 

match the user case. In the case of radiation spectra, these hyperparameters should account for 

the underlying energy resolution by selecting a larger window for low to moderate energy 

resolution systems (e.g., NaI(Tl) or CsI(Tl)) and a smaller window for high energy resolution 

systems (e.g., LaBr(Ce), CZT, HPGe). Furthermore, care should be taken when selecting the 

polynomial order utilized during regression or spline methods, where nonphysical values can 

occur in sparse regions of the spectrum.  

In this work, a popular digital filter method known as the Savitzky–Golay filter is utilized 

to smooth the spectra. This filter convolves the spectra by applying a low-degree polynomial to 

successive subsets of the spectra via linear least squares regression. A moving average method is 

applied to the spectra to smooth the high frequency bins to populate the counts starved, sparse 
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regions of the spectra. To optimize the window length and polynomial order hyperparameters, 

the windows size is varied from 5 to 101 for a first and second order polynomial model. The 

window size is required to be an odd integer as an even integer length window forces an 

undesired shift in the filtered signal, since the filter is applied on a delay of (𝑁 − 1)/2 for 𝑁 

samples. This is similar to the reasoning for utilizing odd-length windows for a moving-average 

filter. Using these parameters, the filter was applied to the background-subtracted spectra at 

Node01 and Node02 in the previous example. 

It has been shown in other works that the estimated variance decreases as the window 

length increases, but also increases the bias error at the same time [150]. This relationship 

remains true until a particular window length threshold is met where the variance begins as the 

length is too large; therefore, there is a tradeoff when selecting the design hyperparameters. For 

this analysis, a quadratic model is chosen as it provides a higher degree of smoothing in the 

sparse regions of the spectra for both nodes and a window length of 51 is selected when using the 

original 1000 bin structure. Using these design hyperparameters, Figure 41 provides the resulting 

filtered spectra for both nodes. 

It has been shown in other works that the estimated variance decreases as the window 

length increases, but also increases the bias error at the same time [150]. This relationship 

remains true until a particular window length threshold is met where the variance begins as the 

length is too large; therefore, there is a tradeoff when selecting the design hyperparameters. For 

this analysis, a quadratic model is chosen as it provides a higher degree of smoothing in the 

sparse regions of the spectra for both nodes and a window length of 51 is selected when using the 

original 1000 bin structure. Using these design hyperparameters, Figure 41 provides the resulting 

filtered spectra for both nodes. 
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Figure 39: Filtered spectra for Node01. (Top) Filters of various window lengths using a linear model. (Bottom) 

Filters of various window length using quadratic model. 

 

 

Figure 40: Filtered spectra for Node02. (Top) Filters of various window lengths using a linear model. (Bottom) 

Filters of various window length using quadratic model. 
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Figure 41: Background-subtracted and filtered spectra for both example anomalous spectra. 
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Now that sparsity of the spectra has been decreased by smoothing each spectrum by applying the 

Savitzky–Golay filter, the second issue previously highlighted regarding comparing the spectra 

was the difference in intensity between spectra. This can create an issue when comparing the 

spectra if a distance metric (e.g., L1 or L2 norm) is used to provide a quantitative comparison 

between the two spectra. To overcome this issue, one can either normalize the spectra to the 

same scale to provide relatively equal frequency values yet maintain the overall shape or use a 

comparison method that is scale invariant. Two such approaches to normalize or standardize 

spectrum is the divide-by-maximum and the sum-to-unity methods. The divide-by-maximum 

method normalizes the spectrum by dividing each value by the maximum value of the spectrum, 

while the sum-to-unity approach normalizes the spectrum by dividing each value by the 

summation of spectrum. Both approaches were applied to Node01 and Node02 filtered spectra, 

as shown in Figure 42. 

With the spectra on similar scales, multiple distance-based models can now be used to 

quantify the similarity between spectra with results provided later in this report. It is important to 

note that there exist two key properties that are vital when comparing energy spectra. First, the 

detector systems should be relatively identical, or the vector comparison can fail as physical 

properties that contribute to each energy spectrum will differ (e.g., energy resolution or intrinsic 

efficiency). Secondly, the spectra should have near-identical binning structure. In practice, the 

calibration can change due to various operational parameters. Methods exist for performing 

online stabilization, which can assist in verifying that each element in the spectra being 

compared correspond to the same energy range [151, 152]. Furthermore, provided a known 

energy calibration, the spectra can be binned to a user-specified binning structure to verify near-

identical binning structures for the compared spectra. 
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Figure 42: Normalized and filtered spectra using divide-by-max and sum-to-unity approach. 
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There exist several models that quantifies the similarity between two vectors. In this 

work, several comparison methods are evaluated: chi-squared test, vector norms (i.e. L1 and L2 

norm), Kolmogorov–Smirnov test, and cosine similarity.  Each of the models are briefly 

introduced and later applied to the example anomalous spectra to compare each model using both 

the initial filtered spectra and the normalized, filtered spectra. 

4.1.1: Chi-Squared Test Methodology 

A chi-squared test is possibly the most common and well-known method for performing 

a goodness-of-fit test and testing relationships between parameters. This is accomplished by 

performing a hypothesis test and calculates a chi-squared (𝜒w) test statistic value to evaluate the 

hypotheses. The conventional chi-squared test of independence assesses if a significant 

relationship between variables exists, which can be utilized in this case if one sample is assumed 

as the expected frequency distribution. The test statistic is then calculated and compared to an 

expected 𝜒w-distribution for a given number of degrees of freedom, most commonly calculated 

as one less than length of vector. The conventional 𝜒w statistic commonly used is calculated by 

taking the squared differences between the observed and expected data divided by the expected 

frequency for that bin and summing over all bins, 𝜒w = ∑ (¸¹rº¹)`

º¹
»
?®�  . Given a specific 

significance level (𝛼), the calculated test statistic can be compared to the critical value in a chi-

square table. If the test statistic is greater than the critical value at the specific significance level, 

than there exists a significant difference between the observed and expected vectors. A more 

conventional notion is that large 𝜒w values indicate the null hypothesis (i.e. the observed data is 

drawn from the expected distribution) is relatively unlikely.  

In this work however, a two-sample test approach is employed as it provides a method. 

The two sample test states that the two samples are drawn from the same distribution, while the 
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alternate hypothesis states the samples are not drawn from the same distribution. Note that this 

test does not explicitly state the form of the underlying distribution, only tests if the samples are 

drawn from the same distribution. For the chi-squared two sample test, the test statistic is 

calculated as follows, 𝜒w = ∑ (¼½¾¹r¼`%¹)`

¾¹'%¹
»
?®�  where, the summation is performed over the two 𝑘-

length samples, 𝑅 and 𝑆 and 𝐾� and 𝐾w are scaling constants when the two samples have unequal 

number of data points. 𝐾� and 𝐾w are calculated as follows 𝐾� = À∑ %¹Á
¹Â½

∑ ¾¹Á
¹Â½

 and 𝐾w = À∑ ¾¹Á
¹Â½

∑ %¹Á
¹Â½

 , 

resprectively. In cases presented in this work, two energy spectra are being compared with 

identical binning structures. Therefore, the scaling constants are no longer required and can be 

removed, resulting in the following two-sample chi-squared equation, 𝜒w = ∑ (¾¹r%¹)`

¾¹'%¹
»
?®�  . 

Upon obtaining a 𝜒w value, a chi-squared percent point function for given significance 

level (𝛼) and degrees of freedom is calculated numerically, similar to the conventional chi-

squared test. In this case, the degrees of freedom value is obtained by subtracting the number of 

filled bins (i.e. bins with nonzero values) by one. The reason being is that if both samples contain 

no value in a bin, a divide-by-zero error is introduced in the previous equation. Using this 

method, the chi-squared value supplies a p-value which, given a set significance value, the test 

can either accept or reject the null hypothesis, which is how the decision when comparing two 

spectra will be made. 

4.1.2: Vector Norm Methodology 

A norm is a mathematical function that with specific properties of scalability and 

additivity, which are not addressed in this work. For more information on norms, the author 

recommends a review of [154]. A norm function, |𝑥|�, referred to as p-norm, is used in a variety 

of machine learning operations to measure the distance between vectors. The p-norm function of 



 84 

a single vector is provided in the following equation, where parameter p represents the order of 

the norm, such L1 and L2 norm |𝑥|� = (∑ |𝑥?|�? )�. The L1 norm, where p is equal to 1 in this 

case, is a natural way of measuring the distance of between vectors as it calculates the sum of 

absolute difference of the components of the vectors. It remains a useful method for many 

applications, such as image processing and compressed sensing, as it is robust against extreme or 

outlier values. as represented in the following equation for two n-length vectors 𝑋 =

[𝑥�, 𝑥w, … , 𝑥1], 𝑌 = [𝑦�, 𝑦w, … , 𝑦1], and, subsequently, 𝐿� = |𝑋 − 𝑌|� = (∑ |𝑥? − 𝑦?|�? )
½
½ =

|𝑥� − 𝑦�| + |𝑥w − 𝑦w| + ⋯+ |𝑥1 − 𝑦1|. This norm function is informally referred to as the 

Manhattan Distance or Taxicab norm as the distance between two points resembles the path a 

vehicle, or taxi, would drive in an urban area, such as Manhattan. Another way of stating this is 

that this method is the sum of the lengths of a line segment between two points, as depicted in 

Figure 43. 

The L2 norm measures the distance by calculating the square root sum of the squares of 

two vectors. This norm function is commonly referred to as the Euclidean norm or Euclidean 

distance, representing the shortest distance between two points and is invariant under rotation 

Using the same vectors as the L1 norm equations, the following equation provides the L2 norm, 

𝐿w = |𝑋 − 𝑌|w = (∑ |𝑥? − 𝑦?|w? )
½
` = 6|𝑥� − 𝑦�|w + |𝑥w − 𝑦w|w + ⋯+ |𝑥1 − 𝑦1|w . Due to each 

component in the vectors being squared, outliers are given additional weight, potentially skewing 

the results, compared to L1 which measures outliers linearly.  In a more general sense,  the larger 

the p-value in the norm function, the more important and weight the largest single feature 

distance becomes. 

Recall that a primary issue when using a distance-based approach for comparing the 

vectors is to obtain an optimal method for standardizing or normalizing the vectors. After the  



 85 

 

Figure 43: Illustration of L1 and L2 norm distance measures. 
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distances are calculated using a specific method, such as the L1 or L2 norm, the user must 

quantify how the distance method output correlates to vector similarity. This is data-specific as 

well as situational-specific with potential for increased error or misclassifications, such as poor 

vector standardization. For this reason, more robust methods should be utilized. 

4.1.3: Kolmogorov–Smirnov Test Methodology 

The Kolmogorov-Smirnov test, often referred to as the K-S test, is a nonparametric test 

meaning that this method does not require the data to follow a Gaussian, or normal, distribution, 

unlike the parametric tests such as the t-test, ANOVA,  and f-test [155]. This is a key property as 

no assumptions regarding the underlying distributions for both samples are made. The K-S test is 

utilized to compare the overall shape of two sample distributions by performing a hypothesis 

test. The null hypothesis states that the two samples, or spectra in this case, are drawn from the 

same distribution. The K-S test performs a hypothesis test by first calculating the cumulative 

density function (CDF) of the two sample distributions and measures the difference, element-by-

element between the two CDFs. In this instance, the sum-to-unity, filtered spectra are used as the 

probability density functions to create the CDF, as shown in Figure 44. The K-S test uses test 

statistic, D, to quantify the similarity between the two CDFs. This parameter is equal to the 

maximum absolute difference between the two CDFs. As such, the K-S test remains robust and 

relatively sensitive to both the amplitude and the shape of the distributions of the CDFs. If the 

two distributions were exactly identical, the two CDFs would lie on top of one another and the D 

test statistic would be zero, near impossible in practice. Ideally, an extremely small test statistic 

would indicate that the two samples are drawn from the same distribution.  

This test statistic alone does not provide enough information to perform the hypothesis 

test previously presented. To accomplish this, a K-S Table is utilized to calculate the p-value  
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Figure 44: Cumulative density functions for Node01 and Node02 anomalous spectra. 
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representing the probability of observing the test statistic, D, at least as large as the calculated 

test statistic. Kolmogorov populated such a table for the expected distribution of the test statistic 

if the null hypothesis (i.e. both samples are drawn from the same distribution) is true. A more 

general approach to hypothesis testing rejects the null hypothesis if the following equation is true 

given a predetermined rejection level, 𝛼 (i.e. Type I error), 𝐷1,É > 𝑐(𝛼)À	1'É
1∗É

 . In this equation, 

𝑛 and 𝑚 are lengths of the two vectors, 𝐷1,É is the calculated test statistic, and 𝑐(𝛼) is follows 

the relationship, 𝑐(𝛼) ≅ À−�
w
	ln e	^

w
	h . For large length vectors, these two equations can be 

utilized in the hypothesis testing without using the p-value tables created by Kolmogorov. This 

approach along with table lookup p-value will be used when evaluating each vector comparison 

approach. 

4.1.4: Cosine Similarity Methodology 

The cosine similarity approach has gained popularity in recent years as machine learning 

and data analytics have become more heavily utilized in various industries. This approach differs 

from the approaches previously discussed, as no standardization or normalization of the two 

vectors being compared is required; a fundamental flaw in the other approaches. That is, the 

cosine similarity measures the angle between two vectors in a multi-dimensional (ℝ3) space, 

irrespective of their magnitudes, where a small angle represents high similarity. Figure 45 

provides an illustration of this concept in a three-dimensional (ℝÍ) space. From this illustration, 

the angle between the two vectors, denoted by the red curve, represents the value measured by 

the cosine similarity. The cosine of two vectors is calculated by dividing the Euclidean dot, or 

inner, product of the vectors by their norms (i.e. commonly referred to as magnitudes or lengths) 

as expressed as �⃗� ∙ 𝑏Ñ⃗ = ‖�⃗�‖	Ó𝑏Ñ⃗ Ó cos 𝜃	and cos 𝜃 = =Ñ⃗ ∙>Ñ⃗

‖=Ñ⃗ ‖	Ó>Ñ⃗ Ó
. Where, the inner product is the sum 
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Figure 45: Illustration of cosine similarity concept comparing two vectors. 
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of the products of the components for each vector and the norms is the square root of the dot 

product of the vector, expanding the parameters 	�⃗� ∙ 𝑏Ñ⃗ = ∑ 𝑎? ∙ 𝑏?1
�  , ‖�⃗�‖ = √�⃗� ∙ �⃗� = À∑ 𝑎?w1

�  , 

and Ó𝑏Ñ⃗ Ó = 6𝑏Ñ⃗ ∙ 𝑏Ñ⃗ = À∑ 𝑏?w1
�  . Combining these equations back into the original cosine equation, 

the following is obtained and provides the relationship that will be used in this work, 

cos 𝜃 = ∑ =¹∙>¹Ö
½

À∑ =¹
`Ö

½ À∑ >¹
`Ö

½

 . This final equation is used to calculate the cosine similarity between two 

vectors. The resulting values range from [-1.0, 1.0] representing exactly opposite and exactly 

identical, respectively, with a value 0.0 indicating orthogonality. Thus, in this work, if the 

background-subtracted, anomalous spectra from multiple nodes have a cosine similarity near 1.0, 

then it is expected that the same radioactive material triggered each. Furthermore, negative 

values returned from the cosine similarity method is physically impossible in this case as that 

would require negative values in the spectrum, thus the expected value range is reduced to [0.0, 

1.0] 

4.1.5: Preliminary Analysis of Comparison Methodologies 

Each of the vector comparison methods discussed previously is utilized on the example 

anomalous spectra provided in the beginning of this section. To provide a more comprehensive 

analysis, each approach is evaluated on three spectra from both nodes (i.e. Node01 and Node02):  

Spectra Type 1: background-subtracted spectra,   

Spectra Type 2: background-subtracted, filtered spectra, and 

Spectra Type 3: background-subtracted, filtered, sum-to-unity normalized spectra. 

The results for the vector norm methods (i.e. L1 and L2 norms) are presented in a separately 

to limit the reader from directly comparing the results with either the two-sample chi-squared 
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test, K-S Test, or the cosine similarity methods. As previously stated, the vector norm methods 

employed in this work provide a distance measure between two vectors and a distance threshold 

for accepting or rejecting the comparison must be independently acquired for the specific user-

case. All the methods improve as the spectra are smoothed and standardized by applying the 

Savitzky-Golay filter and sum-to-unity normalization. This is shown by a decrease in distance 

for the norm-based methods and decrease in the test statistic for both the two-sample chi-squared 

test and K-S Test. The cosine similarity observes an increase after the filter is applied to the 

background-subtracted spectra but shows no improvement after normalization. Recall that the 

cosine similarity is invariant to the vector magnitudes, therefore no normalization is required as  

shown in this example.  

A primary disadvantage of the distance based L1 and L2 norm approaches is selecting a 

threshold for the specific test statistic. For this reason, a more robust, generalizable solution for 

comparing vectors will be chosen, such as the methods in Table 5. Of the remaining methods, the 

cosine similarity provides the more robust solution, as no normalization is required, and the 

calculated value provides an intuitive way to quantify the similarity between two spectra (i.e. 

recall, a value of 1.0 represents similar vectors). For these reasons, the cosine similarity method 

will be utilized for comparing anomalous spectra when a radioactive source moves through the 

distributed sensor network.  

4.2: Region-of-Interest Detection 

Provided that a radiation detector in the distributed sensor network has detected an anomaly, the 

spectral information collected can then be utilized at other sensor locations. To increase detection 

sensitivity a detection algorithm can be operated on a specific area, or areas, of the collected 

energy spectrum, referred to as a region-of-interest. The objective of this strategy is to maximize  
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Table 4: Spectral comparison results for L1 and L2 norm methods. 

 Spectra Type 1 Spectra Type 2 Spectra Type 3 
L1 Norm 671.0 616.5 0.15 
L2 Norm 60.0 48.2 0.01 

 

 

Table 5: Spectral comparison results for Chi-squared, K-S Test and Cosine Similarity. 

 Spectra Type 1 Spectra Type 2 Spectra Type 3 

Two-Sample 𝜒w Test 344.5 0.57 0.02 
K-S Test (p-value) 0.18 (3.3E-15) 0.10 (1.4E-5) 0.03 (0.69) 
Cosine Similarity 0.75 0.98 0.98 
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the signal-to-noise ratio by using the previously collected anomalous spectrum. For instance, if a 

known source distribution is primarily in a low-energy region, a detection algorithm that 

analyzes the entire spectrum (i.e. full gross counts) would add unwanted noise by summing the 

energies bins above the low-energy region. To minimize this noise contribution to the detection 

algorithm and thus increasing the signal-to-noise ratio, a detection can be applied only to the low 

energy region.  

In [154], a relatively heuristic approach is used to accomplish this task. This approach returns 

a list of bins that maximize the signal-to-nose ratio, which could be utilized at down-stream 

sensor. This is accomplished by the following steps: 

1. Combine spectra during anomalous event and divide by the total live time to time-

normalize, 

2. Calculate the mean background spectra by combining spectra prior to anomalous event 

and divide the total live time of the combined spectra to time-normalize, 

3. Calculate the signal-to-noise ratio vector by dividing the source spectra by the square root 

of the sum of the source and background spectra, 

4. Sort the signal-to-noise from greatest to least, 

5. Step through the sorted vector and sum each element until the summation begins to 

decrease, and. 

6. Return the bin indexes that maximize signal-to-noise ratio. 

This method can be expanded to supply a region- or regions-of-interest within the energy spectra 

for increased detection sensitivity, rather than solely the individual bins. The returned bins are 

identical to the positive bins return from the background-subtracted spectra previously calculated 

in Figure 38. The regions-of-interest would therefore appear similar to the highlighted areas in 
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Figure 46. A smoothing filter, such as the methods discussed previously in this work, can be 

applied to decrease the sparsity and provide a more realistic representation of the source 

distribution. In this particular example, the filtered spectrum is continuous with no zero-valued 

bins resulting in a single region-of-interest, shown in Figure 47. 

In Figure 47, the region-of-interest after the spectra are filtered results in a single region-

of-interest is constructed. This may not always be the case, where multiple regions-of-interest 

may result even after the spectra are filtered due to low counting statistics or noise in the data. A 

more physical approach should be utilized where a single region-of-interest is guaranteed by 

selecting all bins up to the highest bin in the background-subtracted, filtered anomalous spectra. 

This allows for a more realistic region-of-interest as scattering interactions (e.g., Compton 

scattering) of the photons emitted from the radioactive source are typically dominant. Thus, in 

this work, a region-of-interest below the highest energy bin anomaly is used.  

4.2.1: Multiple Gross Count Methods 

With a region-of-interest selected, the conventional gross counts detection method can be 

utilized on the data within the region-of-interest. Caution should be exercised when selecting the 

appropriate decision threshold as now two detection algorithms are operated simultaneously (i.e. 

full spectrum gross counts and region-of-interest gross counts). Each detection method will have 

distinct true-positive and false-positive rates, thus naively selecting a decision threshold can 

potentially increase the detection system’s false alarm rate. To maintain a constant false-alarm 

rate, each decision threshold must be scaled. One method to accomplish this is employ the Dunn-

Šidák correction [154]. The Dunn-Šidák correction assumes each test, or detection method, is 

independent and error rates (𝛼1) for each method to meet the specified total error rate (𝛼�) is 

unknown. First, to derive the correction formula, the probability that at least one of the methods 
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Figure 46: Background-subtracted spectra with highlighted regions-of-interest using heuristic approach. 

 

 

 

Figure 47: Filtered spectra with highlighted region-of-interest. 
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 is successful given 𝛼1 is equal to one minus the probability that none of the methods are 

successful. Assuming the independence between detection methods, the probability that none of 

the methods are successful is equal to the product of the probabilities that each of method is not 

successful. This is illustrated by the following equation 1 − 𝛼� = (1 − 𝛼1)1 [154]. 

Subsequently solving for 𝛼1 provides the error rate to be employed for 𝑛 detection methods, 

𝛼1 = 1 − (1 − 𝛼�)
½
Ö . For instance, if a confidence value of 95% and, thus, an error rate of 0.05 

is specified for a detection system, then a confidence value 97.5% with an associated error range 

of 0.025 is required for a two-detection method approach. This approach will be utilized when 

using the conventional, full spectrum gross counting and the region-of-interest gross counting 

methods concurrently. 

4.2.2: Multiple-linear Regression Method 

An alternative approach employs a regression model to estimate the count rate within a 

specific region-of-interest using the count rate outside of the region-of-interest. The regression 

model attempts to learn the expected count rate for the region-of-interest and if the observed 

count rate is greater than the expected count rate, a radioactive source is most likely present. An 

extension of the ordinary least-squares regression method is utilized that uses multiple 

independent, explanatory variables (i.e. out-of-region spectrum bins) to predict the multiple 

dependent, response variables (i.e. in-region spectrum bins) via a linear model. This type of 

model attempts to create a linear relationship to approximate the dependent variables provided a 

set of independent variables. The model is calculated by first forming a linear equation where 

each independent variable (𝑥) is weighted by a coefficient (𝛽) added to an axis-intercept 

parameter (𝛽ª) to predict a dependent variable (𝑦). As it is near-impossible, if not impossible, to 

create a perfect regression model, some amount of error between the predict value and the 
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observed will occur. The multiple-linear regression model incorporates an error term (𝜖) to 

account for the error and is assumed to be a zero-mean, normally distributed value. The general 

formula for the multiple-linear regression model for 𝑛-independent, predictor parameters is 

provided as follows: 𝒚 = 𝛽ª + 𝛽�𝑥� + 𝛽w𝑥w + ⋯+ 𝛽1𝑥1 + 𝝐 and thus, 𝒚 = 𝛽ª + (	∑ 𝛽1𝑥11
� ) +

𝝐. Of note, more complex regression models can be used when hypothesized to better represent 

the data, such as higher power orders on independent, predictor parameters or interactions 

between the independent, predictor parameters (e.g., multiplication). Regardless of the complex 

model chosen, these models will remain a linear regression model as the parameters are 

expressed a linear combination of the independent, predictor parameters.  

The best-fit line for the observed data (𝑥�, 𝑥w, … , 𝑥1) is calculated by minimizing a cost 

function, typically mean squared error or residual sum of squares (𝑅𝑆𝑆), of the deviations from 

each observed element in the data to the best-fit line. Minimizing the error is similar to 

maximizing the likelihood of 𝐿(𝑥|𝛽ª, 𝛽�, … , 𝛽1), where both provide optimal coefficients for the 

regression model. This is a common technique with a plethora of literature discussing the vast 

assortment of use cases along with the full derivation of the equations utilized during 

minimization. In the following paragraphs, a shortened derivation of the methods utilized in this 

work is provided and the author suggests reviewing others works that provide additional 

information regarding the assumptions and reasoning behind the methods [156]. 

Using a sum of the squared residuals method on a set of data, the regression model can be 

moved into a matrix form where linear algebra methodologies can be employed to efficiently 

calculate the optimal coefficients. This is accomplished by first taking the sum of the squared 

residuals over the observed data (i.e. 𝑥, 𝑦) and the predicted data (i.e.  𝑦Ú, 𝛽), 𝑅𝑆𝑆 = ∑ 𝑒?w1
?®� =

∑ (𝑦? − 𝑦ÛÜ)w1
?®� = ∑ �𝑦? − 𝛽ª − ∑ 𝛽Ý𝑥?Ý»

Ý®� �1
?®�

w. The formula can be conveniently formulated 
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into a matrix form by first assigning the following matrices. Note that in this report, a 

conventional labelling method is employed where bold-faced lowercase letters denote vectors 

and the bold-face uppercase letters indicate matrices; 𝒚 = Þ	

𝑦�
𝑦w
⋮
𝑦1

	à, 𝐗 = â

1 𝑥�� 𝑥�w ⋯ 𝑥�»
1 𝑥w� 𝑥ww ⋯ 𝑥w»
⋮
1

⋮
𝑥1�

⋮
𝑥1w

	
⋯

⋮
𝑥1»

ã, 

𝜷 = â	

𝛽ª
𝛽�
⋮
𝛽1

	ã, and 𝝐 = Þ	

𝜖�
𝜖w
⋮
𝜖1

	à. Using the created vectors and matrices, the linear regression model 

can now be constructed into a more compact notation 𝒚 = 𝐗𝜷 + 𝝐. Recall that the goal is to 

minimize the residual error (𝝐), which in linear algebra terminology is the same as obtaining the 

coefficient vector (𝜷) that minimizes the following the equation ∑ (𝑦? − 𝑦ÛÜ)w1
?®� = 𝝐�𝝐 =

(𝒚 − 𝐗𝜷)�(𝒚 − 𝐗𝜷) and, subsequently expanding the operations, (𝒚 − 𝐗𝜷)�(𝒚 − 𝐗𝜷) = 𝒚�𝒚 −

2𝜷�𝐗�𝒚 + 𝜷�𝐗�𝐗𝜷. The latter equation takes advantage of the fact that a transpose of a scalar 

is the scalar, resulting in double the value in this case (i.e. 𝒚�𝐗𝜷 is equal to 𝜷�𝐗�𝒚). Now the 

partial derivative with respect to the coefficient vector provides an equation in matrix form that 

can be utilized for calculating the optimal coefficient values. The partial derivative is then set 

equal to zero and the coefficient can be separated from the other terms, as shown in the following 

derivations å�æ
çæ�

åè
= −2𝐗�𝒚 + 𝟐𝐗�𝐗𝜷 = 0 and, thus, 𝜷 = (𝐗�𝐗)r�	𝐗�𝒚. This derivation only 

exists if the inverse exists (i.e. columns in 𝐗 are linearly independent or if more independent 

parameters than observations exists,  𝑛 > 𝑘), where if the opposite if true and the inverse does 

not exit, then the solution may not unique. This solution provides a method for obtaining the 

optimal coefficients in the original regression equation solely based on the observed independent 

data (𝐗) and the observed dependent data (𝒚). The derived equation it typically used to solve for 

the optimal coefficient vector using observed data and subsequently insert into the original 
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regression equation to predict the dependent values. A hat, positioned above the dependent 

parameter (𝒚Ü), is utilized in this context to denote an estimator or an estimated parameter. 

Eliminating the residual error term from the original equation as the optimal solution attempted 

to provide a near-zero sum of squares, new dependent values can be approximated 𝒚Ü = 𝐗𝜷 =

𝐗(𝐗�𝐗)r�	𝐗�𝒚. A matrix referred to as the hat-matrix (𝐻) is often utilized to shorten the derived 

equation by incorporating all the independent vectors into a single parameter that maps the 

observed data to the unobserved data 𝐻 = 𝐗(𝐗�𝐗)r�	𝐗� and 𝒚Ü = 𝐻𝒚. 

The variance of the regression model is important to measure as the accuracy of the 

model and the confidence of a decision threshold depend on the variance. A relatively common 

approach to calculate the model’s error, or standard deviation of the model, is the mean squared 

error (𝑀𝑆𝐸). The 𝑀𝑆𝐸 for the calculated regression hyperplane is equal to the sum of the 

squared errors between the predicted and observed dependent values divided by the degrees of 

freedom (𝑑) minus one. The degrees of freedom value is calculated by subtracting the number of 

samples (𝑛) by the number of independent predictors (𝑘); that is, 𝑀𝑆𝐸 = 𝝐ç𝝐
~r�

= ∑ (s¹rsíÜ )`
Ö
¹Â½
1r»r�

=

𝜎Úï%ºw  and 𝜎Úï%º = 6𝜎Úï%ºw = À∑ (s¹rsíÜ )`Ö
¹Â½
1r»r�

. This can also be referred to as the root mean-squared 

error or square root of the mean square error. Note that the standard deviation equation requires 

more observations than the number of independent variables, as the denominator would become 

negative resulting in an imaginary number for the standard deviation. Recall that this is also 

required for the inverse to exist. The standard deviation is used to weight the difference between 

the expected and observed in-region counts, as shown in Figure 48.   

At this point, the above multiple-linear regression model could be sufficient in providing 

an estimated count rate in the region-of-interest by using the count rates outside the region-of- 
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Figure 48: Multiple-linear regression detection methodology using region-of-interest approach. 
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interest. This model will be utilized later using synthetic and real spectral data, but an 

alternative approach that expands upon the regression method is first derived.  

To avoid overfitting the data and provide a more robust regression model, a more recent 

method called Tikhonov regularization can be applied. Tikhonov regularization, which is more 

commonly referred to as ridge regression or L2 regularization, expands upon the previously 

derived multiple-linear regression model and overcomes the primary issues previously discussed; 

namely, instances where there exist more predictor parameters than observed parameters and the 

inability weight parameters based on importance. Furthermore, ridge regression has been 

traditionally employed when multicollinearity is present, meaning the independent variables 

exhibit a correlation amongst themselves. In the case of analyzing collected data in radiation 

spectra, correlations can exist between bins as the underlying physical properties that govern the 

frequency can be strongly correlated.  

As shown previously, the multiple-linear regression model adjusts the coefficient vector 

(𝜷) based on the observed data, referred to as training data in the machine learning context. As 

noise is generally inherent to all observed data, the coefficients will optimize to values that 

model the noise effectively. This is where regularization methods can benefit. Ridge regression 

accomplishes this task by using a ridge estimator, or tuning parameter, that increases the bias to 

improve the variance of the model, such as changing the slope of a line in a two-dimensional 

space. Admittedly, this can result in lower performance when training the regression model on 

the observed data but potentially perform well on both observed and predicted data while not 

overfitting. This concept is illustrated in Figure 49. This tuning parameter (𝜆) decides the extent 

to which the flexibility of the regression model is penalized. This is accomplished in the  
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Figure 49: Illustration comparing least-squares and ridge regression on arbitrary data. 
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minimization step by adding a penalty term to the residual error, as shown in 𝑅𝑆𝑆¾?~AB = 𝑅𝑆𝑆 +

𝜆∑ 𝛽Ýw»
Ý®�  and 𝑅𝑆𝑆¾?~AB = ∑ �𝑦? − 𝛽ª − ∑ 𝛽Ý𝑥?Ý»

Ý®� �1
?®�

w + 𝜆∑ 𝛽Ýw»
Ý®� . The tuning parameter is 

constrained to be equal to or greater than zero, where a zero-valued tuning parameter results in 

the identical residual sum of the squares (𝑅𝑆𝑆) as least-squares regression. Following the 

derivation steps provided previously for the multiple-linear regression, the equation can be 

placed in matrix form and the ridge coefficient vector (𝜷¾) can be isolated after performing the 

partial derivative. This results in the following equation, where tuning parameter is multiplied by 

the identity matrix (𝐈)  creating a diagonal ridge that is added to the correlation matrix (𝐗�𝐗) via 

𝜷¾ = (𝐗�𝐗 + λ𝐈)r�	𝐗�𝒚. The additional term in the ridge sum of the squares (𝑅𝑆𝑆¾?~AB) 

containing the summation over the entire coefficient vector squared is commonly referred to as 

the shrinkage term and the tuning parameter controls the amount of shrinkage. A large tuning 

parameter forces the coefficient estimates to approach zero and, thus, reducing the model 

variance. This increase in bias can be beneficial in reducing the variance to a point but can begin 

underfitting the data and lose important properties in the data. This is illustrated in Figure 50 

using arbitrary data. For an amount of shrinkage, which is identical to the tuning parameter 

value, an optimal value can is obtained at the minimum of the prediction error. In general, the 

bias increases as the tuning parameter increases and the variance decreases as the tuning 

parameter increases (i.e. bias-variance tradeoff). Standardization of the data is required in ridge 

regression in order to even the amount of change, or shrinkage, for each coefficient. For instance, 

if the observed data were on vastly different scales, the shrinkage would be biased as their 

contributions to the penalty term would differ because the penalized term is the sum of the 

squares of the coefficients. Scaling of the data decreases the need for large values in the 

coefficient vector (𝜷¾), resulting in a smaller, optimal tuning parameter. A conventional solution  
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Figure 50: Example illustration of prediction error for least squares and ridge regression methods. 
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is to mean-center and scale the data to have a unit variance (i.e. variance equal to one) prior to 

performing ridge regression. Thus, both the independent (𝐗) and dependent (𝒚) data are scaled 

through subtraction of their means and divided by their standard deviation providing a variance 

of one.  

It is worth noting that when analyzing sparse data where many zero-valued features exist, 

ridge regression can fail to provide accurate predictions for said features as the coefficients 

calculated in the ridge regression model cannot be exactly zero, but rather very close zero. 

Generally, this issue is addressed by a process called variable selection and requires prior 

grooming of the data to select only relevant data features to analyze [161]. This issue can also 

decrease the predictive accuracy of the ordinary least squares regression method quite 

substantially. In this case, radiation spectra can often be sparse with a moderate to high quantity 

of empty bins. This is illustrated in Figure 51 providing a histogram of count rates for a detector 

in the ORNL sensor network for a 0.0 to 3.0 MeV energy range. 

This hindrance is decreased when using the region-of-interest estimation approach, where 

the out-of-region frequency estimations are typically nonzero. This does not completely alleviate 

the issue, as scenarios do exist where zero-valued regions occur and are subsequently used to 

predict the in-region frequency. For instance, if the region-of-interest consumes the majority of 

spectrum (e.g., 90% of the bins), then the region outside the region-of-interest could have a zero-

valued frequency (e.g., high photon energy regions due to low photon flux or minute interaction 

cross sections).  The author thus suggests utilizing a threshold for using the region-of-interest 

regression methods, where the out-of-region frequency must be equal to or greater than the 

threshold, say 20 counts per second. With a mean count rate equal to or greater than 20, a normal  
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Figure 51: Histogram of count rates per bin for a deployed radiation detector. 
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approximation can be made confidently for a Poisson process and small values are 

probabilistically not likely. 

Moving forward, the overall approach of using ridge regression in this context, shown in 

Figure 52, is similar to the multiple-linear regression approach with an additional step of 

optimizing the tuning parameter in the penalty term of the regression model. Selecting the 

optimal tuning parameter (𝜆) is a rather controversial undertaking and several methods can be 

utilized. In [159], Hoerl suggest a graphical approach by plotting each regression coefficient as a 

function of the tuning parameter value. Using this graph, referred to as a ridge trace, an analyst 

has the ability of selecting the smallest tuning parameter where the regression coefficients 

stabilize. The coefficients can vary greatly at low tuning parameter values but selecting the 

smallest value when the coefficients stabilize avoids introducing unwarranted bias to the model 

[159, 160]. To provide context, an example ridge trace plot is provided in Figure 53 for 

artificially created data. From Figure 53, the ten coefficients are initially spread out and begin to 

converge as the tuning parameter increases. A tuning parameter value can be selected by 

choosing a value prior to the convergence, say 5E-6 in this example, where the coefficients 

appear relatively stabilized. 

Unfortunately, using the ridge trace graph to select the tuning parameter has no objective 

basis and is prone to user bias. In more recent years, other methods have been proposed for 

selecting the optimal tuning parameter value, which include using techniques such as: Akaike’s 

Information Criterion, Bayesian Information Criterion, and, most notably, cross-validation [161, 

163, 164]. These techniques assist in the model selection phase when analyzing data but are not 

addressed in this work. The reason being is that by using the region-of-interest approach for the  
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Figure 52: Ridge regression detection methodology using region-of-interest approach. 

 
 

 

Figure 53: Example ridge trace plot for multiple coefficients using arbitrary data. 
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energy spectra, there only exists a single coefficient in the coefficient vector (𝜷). Thus, a more 

simplistic approach is to select the tuning parameter that meets a specific stabilization rate.  

To assess the relationship between the ridge coefficient and the tuning parameter on real-

world radiation data, a ridge trace is provided in Figure 54 for each radiation detector in the 

ORNL sensor network using the region-of-interest highlighted in the previous example spectra, 

shown in Figure 47 (i.e. approximately 0.0 to 0.8 MeV). Figure 54 shows the ridge trace using 

24-hours of radiation data with no anomalous signals and illustrates the previous claim that a 

large tuning parameter moves the coefficient estimates towards zero. The coefficient values 

remain relatively flat below a tuning value of approximately 10, which is an interesting outcome 

as a small tuning parameter will decrease the penalty term in the ridge regression model, thus 

approaching a linear regression model. This is shown in Figure 55 that provides the mean 

squared error for the ridge and multiple-linear (i.e. referred to as least-squares in Figure 55) 

regression models for each node on the ORNL sensor network.  

Using the mean square error to compare the two approaches, the ridge regression is 

concluded to not provide any benefit compared to the multiple-linear regression model using the 

region-of-interest approach presented in this work. A receiver operator characteristic curve is 

utilized to compare the detection sensitivity the proposed methods provide over the full 

spectrum, gross count detection method (see Figure 57). Synthetic data was created using the 

source and background distributions provided previously in Figure 36 to compare the methods. 

Using a one second timing resolution, the source distribution is introduced for 4 seconds every 

60 seconds with a constant background source term. This is illustrated in Figure 56 containing 

the gross count rate, the count rate within the region-of-interest, and the count rate outside the 

region-of-interest. 
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Figure 54: Ridge trace for radiation detectors deployed at ORNL. 
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Figure 55: Mean squared error for ridge and least squares regression models on each ORNL sensor node. 
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Figure 56: Count rate of synthetic data for comparing detection methods.  

(Top) Gross counts of the synthetic data. (Bottom) Count rate within the region-of-interest (green) and outside the 
region-of-interest (red). 

 

 

Figure 57: Receiver operator characteristic curve comparing gross counts and least-squares methods. 
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The gross counts method and the linear squares approach utilize a rolling-window approach to 

analyze time series data to account for temporal changes. Two rolling-windows are employed 

(i.e. one for the background and another for the foreground), where the width of each window is 

selected prior to executing the algorithm. In this analysis, a 10 second background window and a 

2 second foreground window are used with a 4 second separation between the two windows. The 

windows are separate to account for slowly changing anomalies, where side-by-side rolling-

windows would have less sensitivity as the slowly increasing count rate would be contributing 

the background, or expected, distribution. The resulting receiver operator characteristic curves 

are provided in Figure 57. Wilson score intervals were utilized to provide a confidence interval at 

a 95% confidence level with an error rate (𝛼) of 0.05 and are represented by the shaded regions 

in Figure 57. The intervals are rather large at low decision threshold values (i.e. right side of 

curve) due to the high number of false positive classifications, increasing the uncertainty. 

The multiple-linear regression provides the better prediction method, which is illustrated by its 

high true positive rate at low false positive rate values. Both the region-of-interest gross count 

method and the conventional gross count method maintain a competitive prediction capability 

with minute differences between the two.  

Operating an additional detection algorithm may provide increased detection capability or 

sensitivity, but at the cost of combining multiple error rates. Recall that to account for this 

change and to maintain a specified error rate, the Dunn-Šidák correction can be utilized. If a total 

error rate of 0.05 is specified, the resulting error rate for a two-detection algorithm approach 

requires an error rate of 0.025 for each detection algorithm to obtain the desired 0.5 error rate. 

Using the updated failure rate, the methods are compared to the conventional gross counts 

(Option 1) method using the probability of detection metric. The results are provided in Table 6. 
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The probability of detection decreases when using the second option in Table 6, where both the 

conventional gross count and the region-of-interest gross count detection methods are used. The 

data on the receiver operator characteristic curve for both of these detection methods nearly 

perfectly overlaps, thus using the region-of-interest coupled with a more stringent confidence 

level results in lower detection probability or true positive rate compare to the conventional 

approach in Option 1. The multiple-linear regression model provides an increased sensitivity, 

which is reflected by the separation of the data receiver operator characteristic curve in the upper 

left corner. Even when utilized the Dunn-Šidák correction, the resulting probability of detection 

is increased from 0.95 to 0.99. 

3.3: Analysis of Sensor Array Data 

The methods previously discussed are extended to analyze several anomalous events observed on 

the ORNL sensor array. The raw outputs for the spectral comparison and region-of-interest 

detection methods are provided in this section and are further evaluated in the following section 

for a decision-making architecture. Therefore, this section solely supplies the reader with several 

the previous methods’ outputs on real-world examples. 

Each anomalous event begins by first detecting an anomaly at one of the sensors in the 

array via the gross count algorithm and, subsequently, calculating a region-of-interest after 

filtering the background-subtracted anomalous spectra. Three anomalous events are analyzed 

that traverse through the ORNL sensor array to assess the approaches discussed. The first two 

events (i.e. Event 1 and Event 2) follow identical paths starting at Node06 and the third event  

(i.e. Event 3) starts at Node 04 with all events exiting the area at Node01, as depicted in Figure 

58 and Figure 59. Additionally, all three of the anomalous events occur due to transport of 
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Table 6: Probability of Detection for multiple detection options on synthetic data. 

 Error Rate 
per Method 

Total Error 
Rate (𝛼) 

Probability 
of Detection 

Option 1: Full GC  0.05 0.05 0.95 
Option 2: Full GC and  
                  ROI GC  0.025 0.05 0.69 

Option 3: Full GC and    
                  ROI MLR  0.025 0.05 0.99 
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Figure 58: Illustration of vehicle carrying radioactive material through ORNL sensor array for Events 1 and 2.  

 

 

Figure 59: Illustration of path of a vehicle carrying radioactive material through ORNL sensor array for Event 3.  
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radiological material in a vehicle, thus short interactions are observed from the radiation sensors 

due to the moderate speed of the vehicles. The radioactive material moving through the ORNL 

sensor array is different for each event, resulting in unique observed count rates and spectral 

features. Each event is analyzed in order from Event 1 to Event 3 following the specific figures. 

In Event 1, four nodes detect an anomaly due to the high increases in count rate during 

the time period of 13:09:15 to 13:10:50. The radioactive material traveling through the sensor 

array during Event 1 is a mixture of unknown radioisotopes with three prominent peaks. This is 

observed in Figure 61 showing the summed energy spectra during the anomalous event along 

with a one-minute summed background energy spectra prior to each detected anomaly. 

Qualitatively comparing anomalous spectra observed at Node01, Node04, Node06, and 

Node10, high count rates are observed below approximately 1400 keV from the unknown 

radioactive material with three obscure peaks at approximately 760 keV, 1170 keV, and 1330 

keV. Regardless of the exact radioisotope, or radioisotopes, in the material, the two approaches 

previously discussed of comparing anomalous spectra and increasing probability detection by 

operating an additional algorithm are utilized. The region-of-interest is first created on the initial 

anomalous, background-subtracted, filtered spectrum collected at Node06 shown in Figure 62. In 

this case, the filtering of the anomalous spectrum does not provide much benefit as the source 

strength and the total time integrated during the alarm are both relatively large, resulting in a 

dense anomalous spectrum rather than a sparse spectrum with multiple empty bins. 

 The Event 1 time-series of the decision metrics for both the conventional gross counts 

and the multiple-linear regression detection methods is shown in Figure 63. The decision metric 

values are normalized by mean subtraction and dividing by the standard deviation to give a zero-

mean, unit variance distribution. This allows the two methods to be compared on similar scales. 
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Figure 60: Event 1 time series of count rates observed on the ORNL sensor array. 
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Figure 61: Event 1 alarm and background spectra collected at four nodes. 
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Figure 62: Event 1 region-of-interest from filtered anomalous spectrum at Node06. 

 

 

Figure 63: Event 1 decision metric time-series for remaining nodes. 
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Using a 95% and 97.5% confidence value for the single detection algorithm method (i.e. gross 

counts algorithm) and double detection algorithm method (i.e. multiple-linear regression and 

gross counts algorithms), respectively, the anomalies are correctly detected at Node01, Node04, 

and Node10. The multiple-linear regression method does provide a slightly higher probability of 

detection on Node04 and Node10 than the conventional gross count detection algorithm, but both 

methods in this case provides greater than 99.0% probability of detection due to the large count 

rate increase. 

The combined spectra during the anomalous events at Node01, Node04, Node06, and 

Node10 are provided in Figure 64 after background-subtracting, smoothing, and applying the 

sum-to-unity normalization. Recall that the normalization is not required for the cosine similarity 

method but is utilized in this work to provide a more intuitive, qualitative comparison. 

Discrepancies between the filters are observed in high energy bins (i.e. > 1.5 MeV) which is 

primarily due to the low count rate in that region during the background-subtraction resulting 

poor statistics. This is compounded when the filtering method is applied resulting large 

disagreements between the spectra. 

At lower energies, the peak previously identified around 760 keV, 1170 keV, and 1330 

keV appear to align along with near identical intensities in the energy bins below 1400 keV. The 

cosine similarity method is utilized to compare the anomalous spectra collected from Node01, 

Node04, and Node10 with the initial anomalous spectra from Node06. Recall that the cosine 

similarity method provides a quantitative value from 0.0 to 1.0, where a value near 1.0 is 

represents strong similarity between the two spectra and is assumed that both spectra are samples 

from the same source distribution.  
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Figure 64: Event 1 anomalous spectra after background-subtracting, filtering, and normalizing. 
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The cosine similarity values for each collected spectrum Node01, Node04, and Node10 to 

the Node06 spectrum is provided in Figure 65 along with the cosine similarity values for the 

combined anomalous spectra provided in Table 7. The similarity values for the collected spectra 

in time-series are relatively high for background spectra, generally maintaining a value greater 

than 0.8 for Node01, Node04, and Node10 in Event 1. 

In particular, Node04 in Event 1 observes a median cosine similarity value of 0.85 

primarily due to the background spectra at the location is complex with energy peaks near the 

observed peaks in the anomalous spectra. This forces a more stringent threshold to be specified 

in order to confidently state the spectra collected is a sample from the same distribution as the 

combined anomalous spectrum from Node06. Of note, the time-series cosine-similarity values 

presented in Figure 65 are not background-subtracted, thus higher values is expected as there can 

exist large correlation values at lower energies, where both the background and anomalous 

spectra have similar shapes due to down scatter from higher photon energies. This issue only 

increases if no spectral features are present, such as an increase in counts across the entire energy 

spectrum which will be shown later. To reiterate, the analysis performed in this section is to 

introduce several scenarios observed on the ORNL sensor array and employ the down-selected 

methods on the real-world data. The output of each of the down-selected methods will be utilized 

in the actual decision-making framework to track the anomalies in the following sections. 

Moving to the next anomalous scenario, Event 2 observes radioactive material initially 

being detected at Node06 then, similar to the path travelled in Event 1, travelling through the 

sensor array beside Node04, Node10, and Node11 before exiting the area at Node01. The time-

series count rate for each node for Event 2 is provided in Figure 66. In this event, the radioactive 

material was initially positioned in the vicinity of Node06, which can be seen by the step  
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Figure 65: Event 1 cosine similarity time-series. 
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Table 7: Event 1 cosine similarity values for anomalous spectra. 

Node Cosine 
Similarity 

Node01 0.993 
Node04 0.998 
Node10 0.996 
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Figure 66: Event 2 time series of count rates observed on the ORNL sensor array. 

 

  



 127 

function increase in count rate above the background at approximately 12:55:00 in Figure 66. 

Due to this long dwell time and high relative count rate, it is assumed that the alarm spectra 

should not be sparse and any spectral features inherent to the radioisotopes should be present. 

The spectra are combined during the detected alarm period from 12:55:45 to 13:15:40 on 

Node06. The resulting anomalous spectra is provided in Figure 67 along with the calculated the 

region-of-interest from 0.0 to 1.39 MeV. Worth noting, applying the filter to the spectrum 

provides limited benefit in this particular case, as the spectra is not sparse due to the prolonged 

exposure time coupled with a moderate source activity. From the initial, observed anomalous 

spectra from Node06, two prominent energy peaks are observed around 1770 keV and 1330 keV, 

most likely resulting from 60Co in the radioactive material. These peaks and their associated 

down scatter result in a calculated region-of-interest from 0.0 to 1400 keV. Using this region-of-

interest, the for the single detection method and double detection method were both employed to 

compare the techniques. The decision metric values are provided in for other nodes in the ORNL 

sensor array. The decision metrics are normalized by mean subtracting and dividing by the 

standard deviation to provide a better means to compare the methods on similar scales. Again, 

this normalization provides a zero-mean, unit variance distribution. 

Using a 95% and 97.5% confidence value for the single and double detection algorithm, 

respectively, the anomalies are correctly detected at Node01, Node04, Node10 and Node11. The 

multiple-linear regression method does provide a slightly higher probability of detection on 

Node01, Node04 and Node10 than the conventional gross count detection algorithm, but both 

provide a probability of detection greater than 100% for all three nodes due to the high source 

activity. The anomalous spectra are provided in Figure 69 for each alarm node with an alarm 

during Event 2. The anomalous spectra at each node is then background-subtracted, filtered, and  



 128 

 

Figure 67: Event 2 region-of-interest from filtered anomalous spectrum at Node06. 

 

 

Figure 68: Event 2 decision metric time-series for remaining nodes. 
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Figure 69: Event 2 alarm and background spectra collected at five nodes. 
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normalized to provide a more accurate comparison. The resulting spectra are provided in Figure 

70. 

At lower energies, the peak previously identified around 1.17 MeV, and 1.33 MeV 

appear to align along with similar intensities in the energy bins below 1.40 MeV. Additionally, a 

relatively sharp increase at 0.200 MeV is observed which is hypothesized to be a result from 

shielding around the material in transit as well as a cumulation of overlapping back scatter peaks. 

Node11 observes large discrepancies between the original anomalous spectrum from Node06 

and varies greatly at energies above the region-of-interest. This is contributed to the relative low 

count rate and a short alarm length observed during the anomalous event at Node11. This results 

in a sparse energy spectrum with limited spectral information, such as the two identified energy 

peaks, and large noise at higher energies even after filtering is applied. Again, the intensity is not 

a factor when employ the cosine similarity method, thus the high normalized frequency in the 

higher energy region is not of particular concern. 

The cosine similarity method is utilized to compare the anomalous spectra collected from 

Node01, Node04, Node10, and Node11 with the initial anomalous spectra from Node06. The 

cosine similarity values for each collected spectrum Node01, Node04, Node10, and Node11 to 

the Node06 spectrum is provided in Figure 71 along with the cosine similarity values for the 

combined anomalous spectra provided in Table 8.  Similar to Event 1, Event 2 observes larger 

cosine similarity values for the combined anomalous spectra with values slightly greater than 

0.990, but still observes relatively high values for background spectra. 

Event 3 has a unique alarm sequence to that of Event 1 and Event 2. The radioactive 

material is initial detected at Node04 then is subsequently detected at Node12 before exiting the 

area at Node01. The time-series count rate data for the nodes during Event 3 is provided in  
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Figure 70: Event 2 anomalous spectra after background-subtracting, filtering, and normalizing. 

 

Figure 71: Event 2 cosine similarity time-series. 
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Table 8: Event 2 cosine similarity values for anomalous spectra. 

Node Cosine 
Similarity 

Node01 0.992 
Node04 0.994 
Node10 0.994 
Node11 0.991 
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Figure 72. The region-of-interest is then calculated from the initial event at Node01. The 

resulting region-of-interest calculated for Node04, shown as the light-red region in Figure 73, 

ranges from 0.0 to 1.39 MeV after applying the region-of-interest algorithm to the background-

subtracted, filtered anomalous spectrum. 

From the initial alarm spectrum at Node04, two energy peaks are observed around 1.17 

and 1.33 MeV with an associated down scatter, most likely resulting from 60Co in the radioactive 

material similar to Event 2. Identical to the previous analysis performed for Event 1 and Event 2, 

the region-of-interest is utilized in the double detection method where the multiple-linear 

regression model detection method is operated along with the gross count detection method. The 

time-series decision metrics for both the single and double detection methods are shown in 

Figure 74. Again, the decision metrics are normalized to construct a zero-mean, unit variance 

distribution to compare the decision metric values. Similar to the previous Event 1 and Event 2, 

with a 95% and 97.5% confidence, both anomalous events are detected with a slight increase in 

sensitivity in the region-of-interest approach, visible by a higher decision metric. 

The anomalous spectra are provided in Figure 75 for each alarm node with an alarm during 

Event 3. Identical to the previous analysis on Event 1 and Event 2, the anomalous spectra at each 

node is then background-subtracted, filtered, and normalized to provide a more accurate 

comparison. The resulting spectra are overlaid together in Figure 76. 

At lower energies, the previously identified peaks at around 1.17 and 1.33 MeV appear to align 

along with similar intensities in the energy bins below 1400 keV. The cosine similarity values for 

each collected spectrum Node01, Node06, Node10, Node11, and Node12 compared to the 

Node04 spectrum is provided in Figure 77 along with the cosine similarity values for the 

combined anomalous spectra from Node01 and Node12 are provided Table 9. Identical to  
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Figure 72: Event 3 time series of count rates observed on the ORNL sensor array. 

 



 135 

 

Figure 73: Event 3 region-of-interest from filtered anomalous spectrum at Node04. 

 

 

Figure 74: Event 3 decision metric time-series for remaining nodes. 
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Figure 75: Event 3 alarm and background spectra collected at three nodes. 

 

Figure 76: Event 3 anomalous spectra after background-subtracting, filtering, and normalizing. 
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Figure 77: Event 3 cosine similarity time-series. 
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Table 9: Event 3 cosine similarity values for anomalous spectra. 

Node Cosine 
Similarity 

Node01 0.998 
Node12 0.997 
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Event 1 and Event 2, the cosine similarity values in the time-series figure illustrate an interesting 

issue when attempting to decide whether the collect spectra at each node are samples from the 

same distribution as the anomalous spectrum from Node04 due to the relatively high cosine 

similarity values (i.e. greater than 0.85 for nodes in Event 3). Additionally, the combined spectra 

collected during the anomalous events at Node01 and Node12 provide a much higher cosine 

similarity values of 0.997 and 0.998, respectively, increasing the confidence that the anomalous 

spectra are samples from the same radioactive material. 

Another extension of this method was observed when utilizing this region-of-interest 

selection method on real-world data where sources that produced an increase across the entire 

energy spectrum. This is typically a result of high-energy photon down scatter from neutrons 

sources interacting with materials between the source and detector. In such cases, a region-of-

interest would encompass a majority, or all, of the energy bins in the spectrum, resulting in near-

identical detection method in the region-of-interest to the conventional gross counts method. 

Additionally, the lower count rate typically observed in the higher energy bins can create minute 

differences in detection sensitivity if the region-of-interest encompasses the majority of energy 

bins. For this work, a threshold is set to 1.80 MeV, where if the region-of-interest extends 

beyond the threshold, the region-of-interest methods are not utilized.  

4.4: Bayesian Classification Methodology 

To remain organized in utilizing raw sensor data and information as it becomes available, 

this section provides a systematic approach the outputs previously presented on radiation data for 

robust decision-making. It is important to note that the decision-making process presented are 

similar to classification processes that are employed for pattern recognition in machine learning 

with a plethora of literature on numerous unique approaches and background information exists. 
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Thus, if the reader is interested in such process, the author suggests reviewing both decision 

theory, pattern recognition, and classification theory [170, 172, 176, 177]. 

Prior to introducing the decision-making approaches utilized in this work, a few key 

concepts should be discussed as they create the foundation for the decisions made for the 

proposed architecture. A significant issue when creating a process to analyze data and make 

decisions from multiple nodes exists within network communication. Most notably, latency and 

bandwidth issues can be prevalent and are only further exacerbated when analyzing relatively 

large datasets at high frequency. Latency quantifies the time delay in transferring data; therefore, 

a high latency increases the time delay before the data can be transmitted or received. In this 

work, latency issues are largely ignored as long as the latency either remains relatively small or 

resolves itself to a lower value in the near feature, before a subsequent event is detected at 

another node. For distributed sensor networks with large distances between the sensors, the 

latency should be smaller than the expected travel time between the nodes, which, again, is 

assumed to not be limiting factor in this scenario. Bandwidth refers to the maximum rate at 

which data can be transferred and can create a large back log of information that is vital 

downstream if, for instance, the bandwidth is small relative to the size (e.g., number of bytes) of 

the data and frequency of transfer. This matter can further be exacerbated if the bandwidth 

begins to shrink as new nodes are operated simultaneously on the same network. Bandwidth 

issues can be minimized, if not virtually alleviated, by reducing the size of the data to be 

transferred over the network. The data queued for transfer over the network can be decreased by 

processing the data collected from the sensors locally at each node. This type of distributed 

computing paradigm for minimizing the bandwidth and detection response time locally is often 

referred to as edge computing [178, 179]. The processed data products, or features, can 
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subsequently be transferred rather than the raw data (e.g., full energy spectra), therefore reducing 

the total size of the data transferred. Furthermore, unlike in decades past, the current state of 

computational and processing power in commercially available electronics (e.g., single-board 

computers) provides the ability to process multiple data streams on a single system. This work 

assumes all sensor data can be efficiently processed locally, requiring no cloud computing or 

central processing center. 

Thus far, the sequential methodology for analyzing radiation data and tracking anomalies 

by means of increasing detection sensitivity via the region-of-interest approach and comparing 

the anomalous spectra via the cosine similarity can be generally explained by Figure 78.  

Prior to beginning an anomalous event sequence, the data from the primary sensor, in this 

case a radiation detector, is initially analyzed using the conventional gross counts detection 

methodology. Upon detection of an anomalous signal using a predetermined decision threshold 

for that system, the two previously discussed features are extracted: (1) region-of-interest that 

optimizes the signal-to-noise and (2) background-subtracted, filter anomalous spectra. That 

information is to be appropriately packaged (i.e. compressed and/or encrypted) and transferred to 

other nodes on the network. Subsequently, the other nodes in the network utilize the information 

to improve detection sensitivity and classify if an observed anomaly is similar to the initial 

anomaly, similar to the process provided in Figure 79.  Making a classification by comparing 

data can be accomplished by performing a series of hypotheses tests on three propositions:  

𝐻ª : no anomaly is observed; 

𝐻� : the local anomaly observed is the same as the initial anomaly for the event; and 

𝐻w : the local anomaly observed is different than the initial anomaly for the event. 
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Figure 78: Schematic of single node process for processing radiation sensor data. 

 

 

 

Figure 79: Schematic of single node process for processing radiation sensor data utilizing previous information. 
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In such scenarios, the specified propositions, or hypotheses, should be Boolean with either True 

or False values selected by from a numerical degree of belief. Constructing and testing 

hypotheses is utilized various reasoning processes and can be extended to update the system 

beliefs when new information becomes available for statistical inference. This can be 

accomplished by constructing a Bayesian relationship between the evidence (i.e. output from 

sensors) and the hypotheses. Bayesian methods for decision theory, often referred to as Bayes 

classifiers, provide a paradigm to systematically deal with proposition uncertainties when 

making decision. Bayesian analysis utilizes Bayes’ theorem, provided in the following equation, 

which is constructed by taking advantage of definitions of the conditional and joint probabilities 

for the given evidence (𝐸) and hypotheses (𝐻), 	𝑃(𝑯|𝑬) = ��𝑬¤𝑯�	�(𝑯)
�(𝑬)

. A full derivation is 

provided in the Appendix. 

In many scenarios, such as fusing data from multiple sensors, the evidence and 

hypotheses parameters are written in vector form. For instance, for the evidence vector 𝑬 ∈ 𝑅~ 

(i.e. feature vector in d-dimensional space) and 𝑗-number of hypotheses, the original equation is 

written as 𝑃�𝐻Ý¤𝑬� =
�e𝑬÷𝐻Ýh	��øù�

�(𝑬)
 . This process allows for the probability that a hypothesis (𝐻) 

is true given the evidence (𝐸) to be numerically calculated with values typically between 0 and 1, 

if the normalization probability 𝑃(𝐸) is used to scale the numerator. The normalization 

probability in the dominator is calculated through the summation of (𝑗) possibilities if the 

probabilities are discrete, as show in the following equation. In contrast, if the probabilities are 

continuous probabilities, where a the data can take any value in a region of the distribution, the 

summation changes to an integral of the lower and upper bounds of the region 𝑃�𝐻Ý¤𝑬� =

�e𝑬÷𝐻Ýh	��øù�
∑ �e𝑬÷𝐻Ýh	��øù�ù

 . 
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The higher the posterior probability for a hypothesis, the more likely that the respective 

hypothesis is supported by the evidence. Thus, a common method for selecting a hypothesis is to 

select the hypothesis with the highest posterior probability, which is referred to as the maximum 

a posteriori, or MAP, decision rule when selecting the mode of the posterior distribution. The 

denominator can be removed to simplify the calculation as users are often times interested in the 

hypothesis prediction rather than the actual likelihood value. For instance, the following decision 

rule could be employed for a two-hypothesis test regime. 

Decision 1: Choose 𝐻ª if 𝑃(𝑬|𝐻ª)	𝑃(𝐻ª) > 𝑃(𝑬|𝐻�)	𝑃(𝐻�)  

Decision 2: Otherwise, choose 𝐻�for 𝑃(𝑬|𝐻ª)	𝑃(𝐻ª) ≤ 𝑃(𝑬|𝐻�)	𝑃(𝐻�)  

Or, in a more shorthand approach with multiple hypotheses, this stated as the following. 

Decision: 𝐻∗ = argmaxý	𝑃�𝐻Ý¤𝑬� 

This is a natural approach to govern the decision space by selecting the decision solely based on 

the posterior probability, 𝑃�𝐻Ý¤𝑬�. Worth noting, this method will observe distinct solutions in 

various scenarios. For instance, for a given observation 𝑬, the likelihood functions for two 

hypotheses are equal (i.e. 𝑃(𝐻ª|𝑬) = 𝑃(𝐻�|𝑬) ), this decision-making approach is governed by 

the priors 𝑃(𝐻ª) and 𝑃(𝐻�). Additionally, if the priors for two hypotheses are equal, this 

approach is governed solely by the likelihoods.  

Using the information previously discussed, classification and decision-making 

frameworks can be thought of as a network that performs an action based on a function’s output 

of the data, or evidence, vector. Such frameworks are relatively common for pattern classifiers 

utilizing both parametric and nonparametric methods. In this context, these functions are 

typically referred to as discriminant functions and perform an operation that assigns a score to 

the data from the input space. The discriminant functions 𝑔(𝑿) can create decision boundaries or 
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surfaces that partition the data input space governed by the vector 𝑿. The primary goal of these 

functions is to obtain an optimal decision based on the data in the input space [170]. These 

frameworks are often shown as block diagram or network that illustrates the general process flow 

from a 𝑑-dimensional input vector and 𝑐 discriminant functions to decision or classification; 

example diagram provided in Figure 80. Similar to the aforementioned MAP methodology, the 

highest value output from the discriminant function is used to selects the decision as described 

by the following; choose	decision		𝑫?		if		𝑔?(𝑿) > 𝑔Ý(𝑿)		for	all	𝑗 ≠ 𝑖	. In the pure Bayesian 

context, the discriminant function is generally selected to minimize the risk of taking an action 

(i.e. minimize the probability of taking a wrong action). In other words, this process produces a 

classification decision based on estimates of the state of the system represented as outputs of the 

discriminant functions. This Bayesian risk construct is created by introducing a conditional loss 

function 𝜆�𝛼?¤𝐻Ý� if, in this case, the true state of the system is 𝐻Ý and action 𝑎? is chosen. Given 

𝑃�𝐻Ý¤𝑿�, which represents the probability that the true state of the system is 𝐻Ý given the data 

vector 𝑿, and conditional loss function, a conditional probability of the risk of choosing action 𝛼? 

given the data vector 𝑿 is represented as 𝑅(𝛼?|𝑿) = ∑ 𝜆�𝛼?¤𝐻Ý�	𝑃�𝐻Ý¤𝑿�𝒄
𝒋®𝟏  [170]. 

The overall risk is minimized by selecting action 𝛼? that provides the smallest conditional 

risk 𝑅(𝛼?|𝑿), which is commonly referred to as Bayes risk [170]. A vital and sometimes difficult 

step is selecting the appropriate loss function. Primarily for its simplicity, a zero-one loss 

function can be employed to minimize the error rate by multiplying the conditional probability 

𝑃(𝜔Ý|𝑿) by either 0 or 1 for an incorrect or correct decision, respectively, representing all errors 

are equally costly. This is expressed as the following piecewise function, 𝜆�𝛼?¤𝐻Ý� =

+	0			𝑖 = 𝑗
	1			𝑖 ≠ 𝑗 			for	𝑖, 𝑗 = 1,… , 𝑐 .  
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Figure 80: Example network diagram for decision-making process. 
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Inserting the zero-one loss function into the previous equation for the conditional risk, a 

simplification is observed due to all incorrect actions being eliminated 𝑅(𝛼?|𝑿) =

∑ 𝜆�𝛼?¤𝐻Ý�	𝑃�𝐻Ý¤𝑿� =𝒄
𝒋®𝟏 ∑ 	𝑃�𝐻Ý¤𝑿�𝒄

𝒋,𝒊 = 1 − 𝑃�𝐻Ý¤𝑿�. With this relationship, it is observed at 

the conditional risk is minimized when the posterior probability 𝑃�𝜔Ý¤𝑿� is maximized. Thus, 

using the zero-one loss function results in an identical decision rule as the previous MAP 

decision rule. Using this relationship, the minimum conditional risk or the posterior probability 

can be utilized as the discriminant function to minimize the conditional risk or the error rate, 

respectively (i.e., 	𝑔?(𝑥) = −𝑅(𝛼?|𝑿) and gR(𝑥) = 𝑃�𝐻Ý¤𝑿�). The error rate minimization is 

often presented as the product of the likelihood and prior probability, which recall is equal to the 

posterior probability after removing the evidence probability 𝑃(𝑿) that normalizes, or scales, the 

product. Furthermore, the natural logarithm is commonly utilized on the discriminant function 

resulting in a summation rather than a product as shown in ln 𝑔?(𝑥) = ln e𝑃�𝑿¤𝐻Ý�	𝑃�𝐻Ý�h and 

ln 𝑔?(𝑥) = ln𝑃�𝑿¤𝐻Ý� + ln𝑃�𝐻Ý�.  

Prior to creating the decision surfaces for the data collected from the radiation sensors, it 

is vital to first construct the likelihood and prior probabilities. Continuing with the framework 

previously provided in Figure 80, the input data vector 𝑿 contains the features from the radiation 

data stream; namely, the cosine similarity. In this work, two additional features are added to the 

input layer that represent estimates of the probability of the count rate is an anomaly and the time 

of arrival probability to the sensor. The notations for each are parameter in the input data vector 

𝑿 are described in the following list. 

𝑥ª : cosine similarity value between initial anomaly spectrum and local spectrum; 

𝑥� : probability observed count rate is an anomaly; and, 

𝑥w : expected time-of-arrival initial anomaly. 
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With the parameters now defined, the original Bayesian equation can be expanded to reveal how 

the actual posterior 𝑃(𝐻Ý|𝑿) is calculated, as shown in the following.  𝑃�𝐻Ý¤𝑿� =

�e𝑿÷𝐻Ýh	��øù�
�(𝑿)

=
�e𝑿÷𝐻Ýh	��øù�
∑ ��𝑿¤𝐻?�	�(ø¹)¹

 and, when expanding the data vector 𝑿,  𝑃�𝐻Ý¤	𝑥ª, 𝑥�, 𝑥w� =

�e𝑥ª÷𝐻Ýh	�e𝑥�÷𝐻Ýh	�	e𝑥w÷𝐻Ýh		��øù�
∑ ��𝑥ª¤𝐻?�	��𝑥�¤𝐻?�	��𝑥w¤𝐻?�	�(ø¹)¹

 . Again, this assume the likelihood functions for the three 

parameters are independent of one another, which eliminates the conditional probabilities 

between the data parameters. Of note, assuming the data parameters are independent in this way 

is often referred to as the naïve Bayes method. If solely the output values of the posterior are 

utilized in that the maximum value will be selected as the classification, the normalization factor 

in the denominator will no longer be required to scale the values between 0 and 1, thus, 

𝑃�𝐻Ý¤	𝑥ª, 𝑥�, 𝑥w� = 𝑃�𝑥ª¤𝐻Ý�	𝑃�𝑥�¤𝐻Ý�	𝑃�𝑥w¤𝐻Ý�	𝑃�𝐻Ý�. 

However, in this work, the posterior probabilities will be sequentially updated, thus 

requiring the normalizing factor in the denominator to scale the values. At this point, the 

conditional probabilities for each data parameter and the prior distributions for the three 

hypotheses need to be calculated. The prior distribution will be sequentially updated by utilizing 

the previous time step’s posterior but requires an initial value. The initial values are selected 

rather heuristically by using the following values, where 𝑥�,( represents the background, or 

historic, count rate data 𝑃(𝐻ª) = 𝑃�𝑥�,(¤𝐻ª�, 𝑃(𝐻�) = 0.01, and	𝑃(𝐻w) = 𝑃�𝑥�,(¤𝐻w�. 

Although an original assumption in this work is that no signal will be simultaneously observed at 

multiple node, the probability that the current state is same anomaly, or 𝑃(𝐻�), is specified as 

0.01, rather than zero. This eliminate a zero probability from existing after obtaining the product 

in the numerator of Bayes’ formula. The 𝑃(𝐻ª) and 𝑃(𝐻w)	prior distributions are selected to 

reflect the system state is governed initially by the observed count rate for no anomaly and 
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different anomaly, respectively. This method for initializing 𝑃(𝐻ª) and 𝑃(𝐻w) provides a 

straightforward method for calculating the specific values by using a previous time step’s 

background count rate data, denoted at 𝑥�,(, rather than arbitrarily selecting a fixed value. Lastly, 

the prior probabilities are renormalized to force the 𝑃(𝐻�) to the specified value of 0.01. The 

conditional probabilities will be constructed in the following sections for each parameter in the 

data vector 𝑿. 

4.4.1: Cosine Similarity Conditional Probability 

Recall that the cosine similarity values attempt to provide a degree of belief that the local 

spectrum is a sample from the same radioactive material observed in the initial anomaly. It is 

shown in the cosine similarity time-series figures (i.e. see Figure 71, Figure 74, and Figure 77) 

that normal background spectra values remain relatively high with a mean values around 0.85 for 

all three examples. The actual anomalous spectra observed similarity values greater than 0.97 for 

the individual, 1-second anomalous spectra and similarity values greater than 0.99 for the 

combined anomalous spectra in all three events. With this information, the conditional 

probabilities can be constructed. A normal, or Gaussian, distribution can be utilized to construct 

the conditional probability, which requires two parameters to be selected; namely, mean and 

variance. Each conditional probability is addressed in order for 𝑃(𝑥ª|𝐻ª), 𝑃(𝑥ª|𝐻�), and 

𝑃(𝑥ª|𝐻w).  

First, constructing the conditional probability that the cosine similarity value is observed 

given that system state is no anomaly (𝐻ª) is created by utilizing by the cosine similarity values 

prior to the initial anomaly being detected. This allows for the expected cosine similarity mean 

and variance for 𝐻ª to be estimated solely based on each sensor’s background spectrum and 

produces unique results for each sensor. This step is vital as the background energy spectra can 
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drastically vary spatially. For all three examples, 30-seconds of spectral data is utilized to obtain 

an estimate of the mean and variance. In this particular case, all three examples had cosine 

similarity near identical means and variances with expected values at approximately 0.85 and 

0.009 for the mean and variance, respectively.  

Second, the conditional probability that the cosine similarity value is observed given that 

system state is same anomaly (𝐻�) is created by coupling the observed values from the anomalies 

in the three examples with the theoretical expectation. Recall that if the two samples under 

comparison using the cosine similarity approach, a perfect match equates to a value of 1.0. Thus, 

the expected mean of the conditional probability is set to 1.0 with a variance 0.0025, which 

allows for values to slightly differ from an exact match and limits the values around the typically 

observed no anomaly values. This conditional probability is a truncated normal distribution as 

values above 1.0 are not possible, resulting in only the lower half of the distribution being 

considered. 

Lastly, the conditional probability that the cosine similarity value is observed given that 

system state is different anomaly (𝐻w) requires more detail prior to constructing. With no prior 

information regarding detecting a radioactive material with unknown spectral features, the 

resulting conditional probability must remain robust to encompass all possible scenarios, even a 

different radioactive material with a similar signature as the initial. Furthermore, the cosine 

similarity methodology has yet to be utilized for a different radioactive source in this work. 

Recall that for radioactive materials with spectral features in the higher energy region of the 

spectrum (e.g., >1500 keV) and no features in the lower energy region will generally maintain 

similarity values as the photon downscatter region will remain similar in shape. Two scenarios 

from the ORNL sensor array, referred to as Different Alarm in this scenario, are provided to 
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examine the impact different spectral feature in the lower energy region impact the cosine 

similarity values. Both are compared to other anomalies detected on Node04 from Event 3 (see 

Figure 73 and Figure 75), which is represented as Initial Alarm in this scenario. The first 

example (Figure 81) is a radioactive material with a prominent photopeak around 60 keV most 

likely resulting from a radioactive material with Am-241 (i.e. gamma-ray emission at 59.5 keV). 

The second example (Figure 82) is the observed Node04 anomalous response during Event 1 

shown previously (see Figure 61) that shows relatively large deviations from the initial alarm 

from 500 keV to 1100 keV. 

The cosine similarity values between the different anomalous spectra Scenario 1 and 

Scenario 2 and the initial alarm are 0.747 and 0.987, respectively. These results highlight the 

reasoning for using a conditional probability for 𝐻w to encompass a multitude of scenarios, 

including larger discrepancies, such as Scenario 1, and similar, or even nearly identical, sensor 

responses from a different radioactive material, such as Scenario 2. To cover the regions in the 

probability space, a normal distribution with a relatively large variance is utilized with a mean 

between the expected values for the no anomaly and same anomaly hypotheses. For this work, 

the mean and variance are obtained for this hypothesis by selected a mean 5% higher than the 

background, or no anomaly, values and a variance equal to 1% of the selected mean. These 

values are selected as they encompass the physical expectations of this hypothesis, but more 

optimal solutions may be possible if a full sensitivity analysis were to be performed. 

Additionally, a different radioactive material with identical, or near-identical, photon emissions 

could enter the area being monitored by the sensor array, which could force the Bayesian 

framework to classify the different material as same anomaly based on the high cosine similarity  
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Figure 81: Energy spectra for Scenario 1 comparing different anomalous spectra from Node04. 

 

 

Figure 82: Energy spectra for Scenario 2 comparing Event 1 and Event 3 anomalies from Node04. 
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values. Such a scenario is deemed highly unlikely by the author and is not addressed in this 

work, but it is worth noting. 

With these methods for calculating the means and variances of the conditional 

probabilities for each hypothesis, the probabilities can be constructed assuming a normal 

distribution. For instance, this approach applied to Node01 in Event 1 provided the following 

mean and variance for each hypothesis. The tilde symbol (~) means that the parameter, or in this 

instance the conditional probability, is distributed as the function provided, 𝑁 is a normal 

distribution, and 𝐸 represents the expected value. 

 𝑃(𝑥ª|𝐻ª)	~	𝑃�𝑥ª¤	𝑁(𝜇ª, 𝜎ªw)�		with		𝐸(µª), 𝐸(𝜎ªw) = 0.85, 0.010 

𝑃(𝑥ª|𝐻�)	~	𝑃�𝑥ª¤	𝑁(𝜇�, 𝜎�w)�			with		𝐸(µ�), 𝐸(𝜎�w) = 	1.00, 0.003 

𝑃(𝑥ª|𝐻w)	~	𝑃�𝑥ª¤	𝑁(𝜇w, 𝜎ww)�			with		𝐸(µw), 𝐸(𝜎ww) = 0.91, 0.010 

Using these parameters, the conditional probabilities are provided in Figure 83. The probabilities 

do not exist above a cosine similarity value of 1.0 as a value greater than 1.0 is impossible and, 

more importantly, Figure 83 shows the amount of overlap between the probabilities. Recall that a 

large overlap between distribution decreases a classifier’s sensitivity and potentially increasing 

the false-positive rate. Utilizing other parameters can alleviate this issue or, at the very least, 

increase the system’s sensitivity. 

4.4.2: Count Rate Conditional Probability 

Given that the radiation emission process follows a Poisson process, the probability that an 

observed count rate is an outlier can be relatively trivial for static scenarios. As a discrete 

distribution, the Poisson distribution can be utilized to calculate expected time to obtain a 

specific number of events given the mean of the rate (𝜇) for the data 𝑃(𝑘) = 𝑒'_ _
`

a!
, representing 

the probability of observing k events in the time period. Using this relationship, the rolling-window  



 154 

 

Figure 83: Cosine similarity conditional probability for Node01 in Event 1. 
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method is utilized to obtain the probability that the observed count rate is an anomaly from the 

expected, background count rate. For instance, assume the mean count rate (𝜇0¾) in the 

background window is 1800 and a value of 1875 is observed. The probability of observing a 

value of ≤1875 is 96%, which means the probability of observing a value ≥1875 is 4%, as 

shown in Figure 84. In the context of this work, count rate anomalies are expected to be above 

the mean of the background as this work does not address count rate suppression anomalies. 

Therefore, the conditional probabilities for 𝑃(𝑥�|𝐻�) and 𝑃(𝑥�|𝐻w)	can be expressed as opposite 

of 𝑃(𝑥�|𝐻ª) above its mean. Both of the conditional probabilities 𝑃(𝑥�|𝐻�) and 𝑃(𝑥�|𝐻w) are 

equal in this regime, as no information is utilized to discriminant between the two hypotheses 

solely based on the observed count rates. Additionally, in the absence of any contextual 

information regarding the relative position of the radioactive material to the radiation sensor, no 

estimate for the activity can be made and, thus, the likelihood values remain equal for all large 

count rate values. Using the previous example for a mean count rate of 1800, Figure 85 shows 

the conditional probabilities normalized to sum to 1.0. 

The conditional probabilities are only shown above the mean as count rates below the 

mean are not classified as anomalies. Furthermore, in order to address an issue that will arise in 

later sections of this work, an increase of 0.01 to the conditional probabilities 𝑃(𝑥�|𝐻�) and 

𝑃(𝑥�|𝐻w) is applied in order to eliminate the probabilities from being exactly zero. This addition 

provides a minute change to the distribution by allowing the posterior probabilities to exist for all 

real values without greatly impacting the overall probabilities. As a result, the conditional 

probability 𝑃(𝑥�|𝐻ª) below the mean can then be expressed in 𝑃(𝑥�|𝐻ª) = 0.98 for 𝑥� ≤ 𝜇0¾. 

It worth noting that modelling radiation count rate as a Poisson random variable may 

introduce significant error in predicting anomalies as other parameters other than the radiation  



 156 

 

Figure 84: Example Poisson distribution for arbitrary count rate data. 

 

 

Figure 85: Count rate conditional probabilities for arbitrary count rate data. 
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emission process contribute to the observed count rate, such as fluctuations in system’s 

electronics, dynamic environment in the vicinity of the system, or weather patterns. These 

fluctuations increase the variance in the data, widening the distribution. To overcome these 

issues as normal distribution could be utilized as a substitute for the Poisson as the mean count 

rate is typically large enough and, along with the variance, can easily be obtained from historic 

data in a rolling-window. As a continuous distribution, the normal distribution is not able to 

calculate an exact probability of observing a discrete sample.  

4.4.3: Expected Time-of-Arrival Conditional Probability 

In the early stages of this work, an observation was made when analyzing data from 

distributed sensors in an attempt to correlate observed signals across the network in the absence 

of any contextual data or ground truth information. Nonphysical observations were found in 

which a radioactive material (e.g., medical radioisotope) was detected from a sensor in the 

network and subsequently detected at a distant location in a relatively short time period. The 

expected travel time between the two sensors was far greater than the elapsed time between the 

two similar signals (e.g., 2 seconds between sensor alarms positioned 10 miles apart along a 

roadway). To overcome this issue initially, a minimum elapsed time after the initially anomaly 

was manually specified. Rather than having to manually specify a minimum elapsed time, the 

conditional probabilities can be constructed to remove nonphysical scenarios. Unfortunately, this 

concept only effects the 𝐻�: 𝑠𝑎𝑚𝑒	𝑎𝑛𝑜𝑚𝑎𝑙𝑦, as the other two hypotheses are equally likely, or 

uniform, as time elapses. 

Assuming that the expected travel time between sensors on the network is known via 

onboard GPS modules or the node positions are known beforehand, the conditional probability 

𝑃(𝑥w|𝐻�) can be constructed using an exponentially modified normal distribution. This function 
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is created using the left, lower portion of a normal distribution and applies an exponential decay 

after the peak at the mean value. The variance used for the normal distribution should reflect the 

expected travel time, primarily effecting the probability at lower time values. The exponential 

tail is necessary in this case as expected travel times can vary drastically between two points due 

to a multitude of reasons (e.g., traffic, weather, stops along the route, etc.) and multiple pathways 

can exist, all of which result in a longer-than expected travel time.  

To add context, assume an expected travel time (𝜇@) between the sensor that initially 

observed the anomaly and a subsequent sensor in the network is 15 minutes. Additionally, it is 

assumed that the expected travel time is obtained from a reputable source (e.g., live time traffic 

maps) increasing the confidence in that expected travel time, thus a standard deviation (𝜎@) of 

20% of the mean (i.e. 3 minutes, in this instance) is utilized. A decay constant for the exponential 

tail is obtained by assuming the probability is 25% of the mean at twice the mean; calculated as 

via 𝑇 = 𝑇ª𝑒r4@ and 𝜆(0.25) = − MD(	�/�5	)
w	@678

= − MD(ª.w©)
w∗�©FRD

	. A piecewise function is created to 

combine the two function over the specific sub-domains of 𝑥w. 𝑃(𝑥w|𝐻�) =

+	𝑁
(𝜇@, 𝜎@w)											if				𝑡 ≤ 𝜇@

	𝑇ª exp(−𝜆	𝑡) 				if				t > 𝜇@
 . The conditional probabilities 𝑃(𝑥w|𝐻ª) and 𝑃(𝑥w|𝐻w) are modelled 

as uniform distributions as the likelihood of observing the two scenarios are equally likely at any 

time. To sum to a likelihood of 1.0, the 𝑃(𝑥w|𝐻ª) and 𝑃(𝑥w|𝐻w) conditional probabilities are 

calculated by 1 = 𝑃(𝑥w|𝐻ª) + 2�𝑃�,w�			where, 	𝑃�,w = 𝑃(𝑥w|𝐻�) = 𝑃(𝑥w|𝐻w) resulting in 𝑃�,w =

�r��𝑥w¤𝐻ª�
w

= 𝑃(𝑥w|𝐻�) = 𝑃(𝑥w|𝐻w). 

Using this information along with the assumptions made for this example scenario, the 

conditional probability 𝑃(𝑥w|𝐻�) is constructed along with the uniform distributions for 



 159 

𝑃(𝑥w|𝐻ª) and 𝑃(𝑥w|𝐻w), as shown in Figure 86 after normalization of the conditional 

probabilities. 

Worth mentioning, the 𝑃(𝑥w|𝐻w) conditional probability could be modified if the expected 

likelihood for a observing a new anomaly is significantly low. For instance, if the sensor network 

is positioned in a remote area that typically observes a low anomaly rate due to the locations 

being monitored, the conditional probability	𝑃(𝑥w|𝐻w) could be decreased, as the likelihood is 

not equal to 𝑃(𝑥ª|𝐻w). This would increase 𝑃(𝑥w|𝐻�) while decreasing 𝑃(𝑥w|𝐻ª) and thus, 

would subsequently impact the posterior probabilities 𝑃�𝐻Ý¤𝑿� calculated. For a proof-of-

concept, this work utilizes the previous methods of assuming equal, uniform distributions for 

𝑃(𝑥w|𝐻ª) and 𝑃(𝑥w|𝐻w) and does not address altering the 𝑃(𝑥w|𝐻w) conditional probability as it 

is operational dependent. 

4.4.5: Overview of Bayesian Framework Procedure 

This section compiles the previous sections to provide a brief, more organized procedure 

from the initial anomaly event to extracting the data features from the radiation data, 

constructing the conditional probabilities, and calculating the posterior probability using the 

Bayesian framework. Prior to detecting sensor data as an anomaly, each node in the network 

follows the procedure shown in Figure 87.  

In an effort to limit the communications and data traffic over the network, the methods 

described in the previous sections for determining the region-of-interest to increase detection 

sensitivity along with calculating a combined background-subtracted spectrum during the 

observed anomaly, the resulting timestamped information can be compressed and transmitted to 

other nodes in the network. The subsequent nodes in the network use the features from the initial 

anomaly to construct the conditional probabilities and perform the hypothesis test to classify the  
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Figure 86: Expected time-of-arrival conditional probabilities for arbitrary data. 

 

 

Figure 87: Schematic of initial alarm node procedure. 
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local node’s information as one of the three hypotheses. Figure 88 provides an overview of this 

process. The exact procedure utilized to construct the initial prior and conditional probabilities is 

expressed in the following Figure 89. This procedure does require normalization in order scale 

the probabilities to sum to unity and is performed in later analysis of the previous three example 

events from the ORNL sensor array. The posterior 𝑃(𝑿|𝑯)@ of the current timestamp (𝑡) is used 

as the following timestamp (𝑡 + 1) prior 𝑃(𝑯)@'�	to continuously update the system belief. 

Additional context is provided in the following section where the processes are utilized on the 

three example scenarios previously described from the ORNL sensor array. 

4.4.6: Bayesian Framework on ORNL Sensor Array 

Using the methods described in the previous sections to construct the conditional probabilities, 

the posterior probability, which recall is the optimal discriminant function when minimizing the 

error rate (see page 147), is calculated for the three anomalous events on the ORNL sensor array 

presented in the previous section. The examples are use the identical designation of Event 1, 

Event 2, and Event 3 and analyzed in the following pages. For reasons that will be addressed in 

shortly, the analysis performed on Event 3 is present first followed by Event 1 and Event 2. 

Recall that the alarm sequence for Event 3 started at Node04 and subsequently observed 

at Node12 and Node01. Using the process outlined in Figure 89, the radiation data is utilized to 

construct the prior and conditional probabilities. Approximations for the time-of-arrival are 

created by assuming the radioactive material is travelling at the local speed limit of 20 MPH for 

a linear distance calculated from the GPS modules at each node. Upon initialization of the 

probabilities, the posterior probabilities for each of the three hypotheses are calculated and 

sequentially updated as new data is obtained. The resulting time-series, normalized posterior 

probabilities for Event 3 are provided in Figure 90. 
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Figure 88: Schematic for constructing Bayesian beliefs after initial alarm. 
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Figure 89: Initialization process of prior and conditional probabilities for Bayesian framework. 
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Figure 90: Event 3 posterior probabilities using the Bayesian framework. 
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The observed posterior probabilities alternate between 𝑃(𝐻ª) and 𝑃(𝐻�), even at locations 

where the radioactive material was not detected (e.g., Node06, Node10, and Node11). This is 

primarily attributed to the high cosine similarity values between the normal background energy 

spectra and the initial anomalous spectra from Node04 (see Figure 77 for cosine similarity time-

series data). The average cosine similarity values for the nodes ranged from 0.91 to 0.94 for the 

normal background energy spectra. To overcome this issue, the conditional probabilities are 

weighted to better represent their importance in the hypothesis test. If the cosine similarity values 

for the historic 30-second normal background energy spectra are above 0.90, the prior 

distributions are weighted more heavily towards the observed count rate and lowered for both the 

cosine similarity and the time-of-arrival. The specific weights are provided in the following 

relation for a given mean cosine similarity value (𝜇0C/) for the background energy spectra. 

If	𝜇0C/ ≥ 0.90:𝑃(𝑥ª|𝑯) = 0.10�𝑃(𝑥ª|𝑯)�, 𝑃(𝑥�|𝑯) = 0.80�𝑃(𝑥�|𝑯)�, 𝑃(𝑥w|𝑯) =

0.10�𝑃(𝑥w|𝑯)�; Else:𝑃(𝑥ª|𝑯) = 0.40�𝑃(𝑥ª|𝑯)�, 𝑃(𝑥�|𝑯) = 0.40�𝑃(𝑥�|𝑯)�, 𝑃(𝑥w|𝑯) =

0.20�𝑃(𝑥w|𝑯)�.  

As shown in the previous relation, the weights are also applied during scenarios with 

lower cosine similarity values. Additionally,  the weighting scheme lowered the dependency on 

the time-of-arrival data, as these values can vary drastically vary and is not expected to have a 

high contribution to the classification process. This weighting scheme proposed will be utilized 

moving forward. The results for Event 3 using the updated weighting scheme are shown in 

Figure 91. After applying the proposed weighting scheme, the anomalies observed at Node12 

and Node01 are correctly identified and classified as 𝐻� same anomaly at 15:26:10 and 15:26:28, 

respectively. Additionally, no false positives are observed on any of the nodes, increasing the 

confidence that the proposed weight scheme improves the classification performance. 
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Figure 91: Event 3 posterior probabilities using the Bayesian framework with the weighted probability approach. 
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Switching back to Event 1, the initial anomaly was observed on Node06, thus the remaining 

nodes in the array are analyzed using the Bayesian framework. An identical process to the 

previous analysis for Event 3 is utilized to construct the prior and conditional probabilities. 

However, in contrast to Event 3, the cosine similarity values between normal background energy 

spectra and Node06’s initial alarm spectra all lie below 0.90 resulting in the different weighting 

scheme shown previously. The resulting time-series, normalized posterior probabilities for Event 

1 are provided in Figure 92. 

Recall that the true alarm sequence for Event 1 begins at Node06 and progresses to 

Node04, Node10, and Node01, in that order. Node04 and Node01 correctly identify two 

anomalies shown by the 𝑃(𝐻�)	same anomaly hypothesis being dominant at approximately 

13:09:50 and 13:10:38, respectively. More interesting is the misclassification occurs at the 

beginning and end of the anomalies at Node10 and Node0, respectively, where the 𝑃(𝐻w) 

different anomaly hypothesis is dominant. This is primarily attributed to the moderate cosine 

similarity values for normal background at Node10 (i.e. 0.87 compared to 0.82 and 0.84 for 

Node01 and Node04, respectively) resulting in less sensitivity in discriminating between the 

𝑃(𝐻�) and 𝑃(𝐻w) due to the increased overlapping of their respective conditional probabilities, 

𝑃(𝑥ª|𝐻�) and 𝑃(𝑥ª|𝐻w). Furthermore, at lower count rate anomalies, less spectral feature will be 

observed which will generally result in a slight change in the cosine value until higher count 

rates are observed providing more features. No solution is proposed to overcome this issue, 

which the author believes highlights the need for additional data features, say features extracted 

from other sensor modalities, to alleviate misclassifications and false positives.  

In Event 2,  the radioactive material was initially detected at Node06 before travelling to 

Node04, Node10, Node11, and Node01, in that specific order. Similar to Event 1, the cosine  
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Figure 92: Event 1 posterior probabilities using the Bayesian framework. 

  



 169 

similarity values between the normal background spectra and anomalous spectra observed from 

Node06 lie well below 0.90 (see Figure 71) . The time-series, normalized posterior probabilities 

for Event 2 are provided in Figure 93. All the alarms were identified with proper 𝑃(𝐻�) same 

anomaly classifications at Node04, Node10, Node11, and Node01 with no false positives. The 

𝑃(𝐻w) different anomaly probabilities do observe an increase during the anomalous events, but is 

not the dominant, or highest, classification during the anomalies.Similar to the Event 1, the initial 

spectra observed during the anomalous events provides a cosine similarity value between no 

anomaly values 𝑃(𝑥ª|𝐻ª) and same anomaly values 𝑃(𝑥ª|𝐻�), which is within the different 

anomaly 𝑃(𝑥ª|𝐻w) dominant region. 

A key takeaway from this analysis is highlighted by the competition between the same 

anomaly and different anomaly during an anomalous event containing the same, or very similar, 

radioactive material. This is primarily due to the approaches utilized when constructing the 

conditional probabilities for the three data features used in this framework. This issue is inherent 

to scenarios that solely utilize radiation sensors and lack contextual information, forcing the use 

of uninformative or overlapping probabilities to that of the same anomaly probabilities, 

𝑃(𝑥ª, 𝑥�, 𝑥w|𝐻�). Thus, the system’s sensitivity in discriminating between the two hypotheses 

decreases.  

4.4.7: Bayesian Framework Multiple Source Injection Study 

While the current methodology using the Bayesian framework with the updated weighting 

scheme provides a more robust approach than the unweighted scheme, a sensitivity analysis 

should be performed to further examine how the framework operates in other scenarios.  For 

instance, in the three events previously discussed, each anomaly is known to be observed at 

subsequent nodes originates from the same radioactive material as the initial anomaly.  No  
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Figure 93: Event 2 posterior probabilities using the Bayesian framework. 
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anomaly sequence yet has analyzed the impact of an additional radioactive material entering the 

area after the initial anomaly is detected.  This is addressed by inserting energy spectra from a 

different radioactive material into the data stream for Event 2.  Two different source spectra are 

modelled in MCNP for a material containing Am-241 (see Figure 81 for an example energy 

spectra) and a material containing Cs-137 (see Figure 36 for example energy spectra). The new 

event sequence attempts to model a radioactive material traversing from Node01 to Node12 with 

anomalies occurring at 13:16:00 and 13:16:20, respectively.  The source activity for the new 

radioactive materials were manually specified to provide a moderate probability of detection  

(i.e. moderate signal-to-noise) but remain small enough to remain near the normal background 

spectra to reframe from large spectral deviations.  This is observed in Figure 94 showing the 

time-series count rate with the original anomalies from Event 3 highlighted in the light red 

regions and the inserted anomalous events highlighted in the light green regions on Node01 and 

Node12.  

If the Bayesian framework proposed in this work was utilized for such scenarios, the 

time-series posterior probabilities can be calculated, as shown in Figure 95 and Figure 96 for the 

Am-241 and Cs-137 inserted sources, respectively. 

Despite the relatively small source strength, the inserted anomalies at 13:16:00 and 

13:16:20 on Node01 and Node12, respectively, are correctly classified as different anomalies, 

which again is primarily due to the large spectral deviation from both the normal background and 

initial alarm spectrum. To handle multiple, simultaneous anomalous events in a more formal 

manner, the Bayesian framework appends an additional hypothesis for the new anomalies and 

performs the identical posterior calculations as the three-hypothesis scheme. For example, if 
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Figure 94: Event 2 time-series count rate with additional radioactive material present. 
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Figure 95: Event 2 time-series posterior probabilities with additional Am-241 source. 

 

 

Figure 96: Event 2 time-series posterior probabilities with additional Cs-137 source. 
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the initial anomalous is referred to as Event 0 and the Bayesian framework subsequently detects 

an anomaly at another node with a different anomaly classification, referred to here as Event 1, 

an additional hypothesis is appended to the hypothesis vector 𝑯. The posterior probabilities 

would therefore be calculated by 𝑃�𝐻Ý¤𝑿∗� =
�e𝑿∗÷𝐻Ýh	��øù�

�(𝑿∗)
	. The value 𝑗 represents the 𝑗@= 

index in the hypothesis vector 𝑯 containing the likelihoods for the 𝐻ª: no anomaly, 𝐻�: Event 1 

anomaly, 𝐻w: different anomaly, and 𝐻Í: Event 2 anomaly. Upon classifying a different anomaly, 

a new set of conditional probabilities are constructed using the extracted features, denoted by the 

asterisk superscript signifying the additional parameter to account for the 𝐻Í hypothesis, 

𝑃�𝐻Ý¤𝑿∗� =
�e𝑥ª∗÷𝐻Ýh	�e𝑥�∗÷𝐻Ýh	�e𝑥w∗÷𝐻Ýh		��øù�
∑ ��𝑥ª∗¤𝐻?�	��𝑥�∗¤𝐻?�	��𝑥w∗¤𝐻?�	�(ø¹)¹

. 

In these example scenarios, the cosine similarity values range from 0.45 to 0.55 for both 

the Am-241 and Cs-137 sources relative to the initial anomalous spectra. The conditional 

probability 𝑃(𝑥ª∗|𝐻Í) for the newly observed anomaly is obtained by creating a normal 

distribution with a mean obtained from the spectra classified as different anomaly. Figure 97 

shows the unnormalized conditional probabilities from this method for the inserted source 

scenarios. 

Identical methods to the previous events for calculating the expected time-of-arrival are 

employed for the multi-source scenarios and the conditional count rate probability 𝑃(𝑥�|𝐻Í) is 

identical to 𝑃(𝑥�|𝐻�) and 𝑃(𝑥�|𝐻w). The resulting time-series posterior for both the Am-241  

and Cs-137 scenarios is provided in Figure 98 and Figure 99, respectively. Note that in the time-

series analysis, the initial timestamp (i.e. 13:16:05) begins after Node01 classifies the inserted 

anomaly at 13:16:00 as  𝑃(𝐻w) different anomaly and subsequently initiating four hypothesis 

methodology. 
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Figure 97: Event 2 cosine similarity conditional probability values for multiple source scenario. 

 

 

Figure 98: Event 2 time-series posterior probabilities with additional Am-241 source for multiple events. 
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Figure 99: Event 2 time-series posterior probabilities with additional Cs-137 source for multiple events. 
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A few observations can be made from Figure 98 and Figure 99. First, recall that initial 

anomalous Event 2 sequence involves Node10, Node11, and Node01, in that order. The 

anomalies detected at said nodes correctly classified with the 𝐻�: Event 1 anomaly remaining 

dominant. The anomaly from the inserted sources at 13:16:20 on Node12 is classified correctly 

as 𝐻Í:	Event2 anomaly for the Am-241 source and incorrectly as 𝐻w:	different anomaly for the 

Cs-137 source. The cosine similarity values observed for the Cs-137 remained around 0.90 

during the anomalous event, where the conditional probability 𝑃(𝑥ª|𝐻w) is dominant. This 

compounded by the short interaction time and a low count rate source, resulting in an energy 

spectrum more similar to the normal background spectra.  

These results highlight the difficulty in correctly discriminating between each hypothesis 

utilizing these selected features in the Bayesian framework. Furthermore, it was stated previously 

that the Bayesian framework would not be able to correctly classify a different radioactive 

material with identical, or near-identical, photon emissions. In an attempt to improve the 

classification accuracy and simultaneously decrease the false-positive rate, other sensor 

modalities can be utilized to populate additional features in the data vector 𝑿. 
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5: Distributed Multimodal Sensor Network 

The previous the decision-making architectures can be expanded to incorporate 

previously derived outputs from the other contextual sensor modalities; detection attributes from 

the LIDAR point clouds and the video stream. The contextual sensors are first evaluated in their 

ability to supply additional information by inferring other parameters. 

5.1: LIDAR Data Fusion 

The output of the previously described LIDAR algorithm (see Section 3.2) may be 

utilized to infer additional parameters by fusing the radiation and LIDAR data. A similar concept 

was employed in previous works published at UF (see page 38) that correlated radiation count 

rate with multiple detected objects using cosine similarity to identify which detected object is 

carrying the anomalous material [76, 77, 78]. Recall that the cosine similarity compares the 

direction, or angle, between vectors, but the authors in [77, 78] utilize the method to compare the 

tracks of the detected object in a point cloud with the radiation count rate via the inverse-square 

law. In this work, multiple objects present simultaneously in the 2D LIDAR point cloud scene is 

improbable, thus attributing an anomaly to a specific object is not as important, but the process 

can be extended to approximate the activity of the radioactive material. Recall that the observed 

count rate (𝐼) at the detector is impacted by a multitude of factors, but can be primarily thought 

to be affected by the solid angle (geometric efficiency, 𝜖ABC), intrinsic efficiency (𝜎?1@), and the 

distance between the material and detector (𝑟), 𝐼(𝑆, 𝑟) = %
jk_`

𝜎ABC𝜎?1@. Of note, this method is 

overly simplified as no scatter component, shielding between the material and sensor, or energy-

dependent intrinsic efficiency is incorporated. Since these attributes are neglected, the source 

intensity (𝑆) can be thought of as more an apparent intensity and not a true source intensity. It is 

assumed that the 2” × 4” × 16” NaI(Tl) detectors have a relatively high intrinsic efficiency 
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across the emitted photon energies of interest, the intrinsic efficiency is assumed to be 1.0. 

Approximating the geometric efficiency is trickier, as the NaI(Tl) radiation detectors are right 

parallel piped resulting in a nonuniform solid angle as the observer rotates around the detector. 

The solid angle approximation provided previously may be used, but a more robust approach is 

to utilize particle transport models to simulate the detector response from radioactive sources at  

multiple locations around the radiation detector. This method was employed via MCNP using an 

accurate geometric representation of the node setup shown in Figure 100. A point source was 

positioned at distances 2, 3, 4, 5, and 6-meter distances from the center of the NaI(Tl) and rotated 

around the detected in 5° increments using the F2 surface current tally in MCNP. The output 

from the simulations is provided in Figure 101. For each degree within the 5° increments, the 

solid angle falls off at a rate of 𝑟rw as expected and the solid angle is decreases and is flattened 

as the distance increases from 2 to 6 meters. Using this data along with the center points of the 

detected objects from the LIDAR point cloud algorithm to find the distance (𝑟) node-to-detector 

distance, the apparent intensity (𝑆) can be approximated from the observed count rate by linearly 

interpolating and extrapolating from the solid angle data. 

The objective is to fit the inverse-square law relationship to the observed data with an 

additional background term added to the source dependent term, 𝐼(𝑆, 𝑟). An ordinary least-

squares (OLS) fit, similar to method discussed in Section 4.2.2, is selected in this case, as it can 

be performed in quickly in real-time and adequate results were obtained during experimentation. 

An example MCNP simulation for point source moving in front of the radiation detector is 

provided in Figure 102, showing the background, source, and OLS fit to the data. Recall that the 

output from the OLS fit provides a mean and variance of the estimated parameter; that is, the 

apparent intensity.  
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Figure 100: Geometry of MCNP model utilized in solid angle calculation. 

 

Figure 101: Location of point sources (left) and associated solid angle (right) from MCNP simulations from 2- to 6-

meter radius from the sensor. 

 

 

Figure 102: Ordinary least-squares fit to simulated count rate data for source intensity approximation. 
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This is a more efficient approach to creating new conditional probabilities and only 

requires for renormalization of the conditional distributions 𝑃(𝑥�|𝑯) after updating the same 

anomaly probability, 𝑃(𝑥�|𝐻�). To provide additional context, assume the data from Figure 102 

is the count rate data observed during the initial anomaly and results in an apparent intensity of 

200 ± 75 counts per second using OLS. Using that information to create an updated conditional 

probability 𝑃(𝑥�|𝐻�), the resulting conditional probabilities 𝑃(𝑥�|𝑯) are shown in Figure 103. 

The primary difference is shown in the 𝐻� same anomaly that constrains the 𝑃(𝑥�|𝐻�) to a small 

area via the created Gaussian distribution. Unfortunately, this does not provide an improvement 

in the ability to differentiate between 𝐻� same anomaly and 𝐻w new anomaly as the conditional 

probability 𝑃(𝑥�|𝐻w) is dominate in the majority of the count rate region above background. 

When evaluating this methodology for tracking anomalies, the accuracy of the decision-

making architecture suffered when the apparent intensity observed for the same radiological 

material at subsequent nodes was drastically different than the initial apparent intensity. This did 

not occur when strong signal-to-noise ratios were measured in the radiation count rate data, but 

occurred quite frequently for low signal-to-noise ratio scenarios, such as detected objects either 

at great distances from the detector or lack of multiple samples from an detect objects moving 

quickly. To create a more robust methodology, the approximate apparent activity from the initial 

is instead used to approximate the expected count rate at subsequent nodes based on all detected 

objects in the LIDAR data. This should increase the accuracy of the classification process in low 

signal-to-noise ratio scenarios by calculating the expected count rate contribution governed 

primarily by the inverse-square law. When utilizing this method, the conditional probability 

𝑃(𝑥�|𝐻�) for same anomaly is required to be updated dynamically as new object position data 

becomes available. The probability distribution is calculated in an identical manner to the  
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Figure 103: Updated unnormalized (left) and normalized (right) count rate conditional probabilities for arbitrary 

count rate data. 
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previous approach using the inverse-square law with the background distribution added. For 

example, let’s examine a scenario depicted in Figure 104 where a vehicle carrying a radiological 

material (i.e. point source in this case) with an activity of approximately 4500 counts per second 

and a normally distributed background with a mean of 1000 counts per second. 

Using the inverse-square law along with the geometric efficiency, the expected count rate 

is estimated and the corresponding conditional probability 𝑃(𝑥�|𝐻�) is created at each time step, 

as depicted in Figure 105. Using an estimated apparent intensity of 4500 ± 100 counts per 

second from the anomaly (i.e. randomly selected in this case), 𝑃(𝑥�|𝐻�) likelihood initially is 

similar to that of the 𝑃(𝑥�|𝐻ª) no anomaly likelihood as the expected contribution to the count 

rate remains low. As the vehicle approach the detector, the solid angle will increase and the 

expected observed count rate for 𝐻� same anomaly also increases in the count rate domain. In 

this example, the vehicle traverses directly by the detector and provides a relatively strong 

signal-to-noise ratio as observed in time-series data in Figure 106. If the vehicle diverts its route 

prior to passing the detector, the variance in the OLS fit would increase and the observed count 

rate spike would be minimized. Thus, this technique should provide a more robust methodology 

for estimating the conditional count rate probabilities 𝑃(𝑥�|𝑯), but at the cost of computation 

power that is required to update the probability space at each time step.  

The LIDAR data was further evaluated in an attempt to provide an object classification 

based on the extracted data from the clustering algorithm. It was hypothesized that analyzing 

certain features from the LIDAR data would provide an ability to differentiate between classes 

(e.g., human, car, truck). If an object classification were possible, the system could fuse the 

classification data between the LIDAR and video data streams to improve the confidence in the 

object classification, or, even better option, reduce the reliance of the video classification  
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Figure 104: Example scenario utilized for apparent intensity approximation. 
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Figure 105: Dynamically updated count rate conditional probabilities for example scenario. 
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Figure 106: Count rate and OLS fit for example scenario. 
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algorithms by providing high confidence level classifications. The list of features extracted from 

the detected clusters in the 2D point clouds via the occupancy grid algorithms include the time of 

detection, position of cluster, cluster length, cluster width, and cluster velocity. 

To limit the time to manually label the detected anomalies in the LIDAR data, the video 

data is utilized to create pseudo-classifications of the objects. It is assumed in this work that the 

object classifications from the video algorithms are of high accuracy, thus the initial 

classifications for detected objects in the LIDAR data with near-identical timestamps (i.e. within 

3 seconds difference between the video and LIDAR timestamps) are assumed to be of high 

accuracy. An example of the pseudo-classifications, Figure 107 provides the median velocity 

from the Kalman filter along with the median cluster area from LIDAR data for each detected 

event observed at one-week at Node12. Across all the nodes, approximately 70% of the pseudo-

classifications remain classified as Unknown as the timestamps from the detected objects in the 

LIDAR data are not within 3 seconds of any video classifications. Assuming the time is correctly 

synchronized across the data streams, the amount of Unknown classifications is contributed to an 

object being detected in the LIDAR data via the occupancy grid algorithm and not entering the 

field-of-view of the video data. Absent of proper labelled dataset, the use of the LIDAR data to 

perform object classification, the LIDAR data is not utilized in this work for object classification. 

The author notes that utilizing poorly labelled data or data without labels for training 

classification algorithms is possible via unsupervised algorithms, such as k-means clustering, 

DBSCAN, or autoencoders, which looks for underlying structures in the data itself [139]. 

5.2: Video Data Fusion 

Data fusion between video data and other data streams has observed increased popularity in 

recent years due to the increased computational power available to process the feature-rich data  



 188 

 

Figure 107: Example extracted features from LIDAR data with pseudo-classifications. 
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in real-time. In this work, the primary reason to fuse data is to increase the ability to detect and  

track a radiation anomaly. This involves utilizing the features extracted (i.e. object classification) 

from the video data with the radiation signal. It has been well-documented that objects, primarily 

large vehicles, in the environment surrounding the radiation detectors will suppress the terrestrial 

background resulting in a decreased count rate, often times referred to as a shadow effect. This 

scenario is more common when vehicles are moving slowly near a radiation detector, such as 

radiation portal monitors positioned at border crossings to monitor traffic [165, 166, 167, 168]. 

The degree of suppression, or shadow, is primarily dependent on the density of the vehicle, the 

velocity of the vehicle, the distance of closest approach, and the background source spatial 

distribution surrounding the detector. This additional information could modify the expected 

observed count rate for 𝐻ª:	no anomaly given an object is observed in scene which may increase 

the ability the discriminate between hypotheses in the count rate data. 

It was hypothesized that the degree of suppression would be unique for each type of 

object detected by the video processing algorithm (e.g., person, car, or truck). Prior to the 

ORNL sensor array being deployed, a controlled experiment was organized to better 

understand the effect that vehicles have on the collected radiation signal in a more controlled 

environment [169, 170].  A 2” x 4” x 16” NaI(Tl) radiation detector, identical to the 

deployed detectors in the nodes in the ORNL sensor array, was positioned at the edge of the 

roadway on the ORNL reservation to measure the background radiation for different objects 

moving through the scene. A truck and a human surrogate made of two plastic buckets 

stacked full of water (i.e. 6’ in height and 12” diameter) were positioned in the road at 3 

meter and 1 meter away from the sensor for the truck and human surrogate, respectively. The 

objects were stepped through the scene in front of the sensor, as depicted in Figure 108, and 
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Figure 108: Illustration of data collection between buildings for controlled suppression study. 
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a 25-minute static measurement was collected at each location specified in the Figure 108. 

The mean background count rate and the measured mean count rate at each position are 

provided in Figure 109 with 2𝜎 error bars. The truck and human surrogate deviate from the 

measured mean count rate by different amounts. The rather unique suppression the truck 

occurs after the zero relative-position, as visualized in Figure 109, is due to the measurement 

using the front of the truck as the positioning and not the center. This results the largest 

deviation, or residual, from the mean background count rate after the zero relative-position as 

the center of the truck passes with the detection position, increasing the solid angle 

subtended by the truck. The human surrogate observes a very slight deviation from the man 

count rate, which is attributed to the low-Z value and density of the materials (i.e. plastic and 

water), decreasing the attenuation of the background radiation.  

The observed deviations for the long-dwell static suppression experiments could be used 

to update the decision-making architecture by changing the existing architecture to incorporate 

the conditional probability, such as 𝑃(𝑥�, 𝑥j|𝑯) where 𝑥j represents the object classification 

from the video feed, but a more realistic experiment should be performed to identify the impact 

on objects moving through the environment. Recall that while an object moving through the 

scene, a finite number of samples are collected based on the timing resolution of the data 

acquisition system. Furthermore, the objects move during the sampled time and thus it can be 

difficult to accuracy quantify the deviations in the observed data. An additional experiment with 

an identical setup was performed for a semi-controlled environment where roadway was open to 

traffic travelling in one direction around 2 to 3 meters from the detector system [170]. Based on 

the data observed from the static experiment, the expected deviations will be largest within 5 

meters on either side of the detector. Using this information in the semi-controlled experiment,  
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Figure 109: Measured count rate for truck and human surrogate long-dwell controlled suppression study. 
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the acquisition system collects count data only when the LIDAR unit detects an object 

(designated as the term clutter in this instance) in the roadway within 5 meters from either side 

of the detector, a depicted in Figure 110. In Figure 111, the background and motion event count 

rate distribution is provided showing a minute suppression from background for the motion 

events. Approximately a 7% difference in the mean count rates from the background to motion 

event was observed (i.e. 180.1 ± 13.8 and 193.9 ± 15.8 counts per 100-milliseconds for the 

background, respectively). The amount of suppression is primarily due to a large majority of the 

background count rate originating from a large, multi-story brick building across the street from 

the detector. Thus, as the object move between the building and detector, a larger portion of the 

background signal can be absorbed or scattered away from the detector. The amount of 

suppression is primarily due to a large majority of the background count rate originating from a 

large, multi-story brick building across the street from the detector (i.e. recall the background 

source distribution is a key parameter). Thus, as the object move between the building and 

detector, a larger portion of the background signal can be absorbed or scattered away from the 

detector.  

Once the ORNL sensor array came online, the data collected from Node12 was utilized to 

evaluate if any trends or strong correlations existed similar to the controlled and semi-controlled 

studies. Node12 was selected as the preferred location as the system is located directly beside the 

road (i.e. ~1 foot from the edge of the roadway). Using the LIDAR and video processing 

algorithms discussed in previous sections of this report, one week of data was analyzed to 

quantify the impact each object classification induces on the count rate. The collected data are 

provided in Figure 112 for each category (e.g., truck, person, car, and background) with no large 

deviations from background. The person category is particularly of unattractive due to only a few  
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Figure 110: Example LIDAR output for semi-controlled environment suppression study. 

 

 

Figure 111: Distribution of collected count rates for semi-controlled environment suppression study. 
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Figure 112: Distribution of collected count rates for uncontrolled environment suppression study. 
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events observed providing only a small sample of the actual distribution, even if the expected 

deviation is low. The truck and car categories have near-identical distributions, but both have no 

strong deviation from the background distribution. This was expected for a few reasons. First, 

Node12 is positioned away from any large structure and the majority of the background radiation 

is thought to originate from the ground surrounding the detector. Therefore, the count rate 

suppression should be less, absent of any dominant background source on the opposite side. 

Second, the methodology used to initiate the collection of a motion event was near 

identical to the semi-controlled environment, but the objects were not constrained by speed or 

distance of closest approach, contrary to the previous two experiments. These attributes force 

additional noise into our measurement as the data acquisition system may be only be capable of a 

few samples of a motion event and the object may be further away from the detector. These 

contribute to the noise in the distributions. For these reasons, the distribution deviates only 

slightly from the measured background distribution and fusing this information into the decision-

making architecture is not utilized in this work as it is assumed to provides only modest, if any, 

benefit to the architecture’s detection accuracy.  

Absent of any approach to fuse the radiation data with the video classification data, the 

video data can still be directly incorporated in the decision-making architecture for tracking 

anomalies. The objective is to compare the initial object classified within the subsequent objects 

detected in other data streams. This subject has been observed increased popularity in recent 

years, much like most analytic tools for video data, and is often referred to as object re-

identification. Most notably, the NVIDIA Corporation has sponsored the AI City Challenge over 

the last several years to address city-scale multi-camera vehicle tracking and re-identification 

using both synthetic and real-word training data [172, 173, 174]. These techniques utilize various 
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architectures that used neural networks to compare different views of objects along with 

extracted features to re-identify vehicles in an area. The current approaches employed to solve 

this problem remain in the early TRL stages but could provide a massive benefit for vehicle 

tracking in an urban environment in the very near future.  

This work takes a relatively straightforward approach to re-identification, as the other 

orthogonal sensor modalities (e.g., LIDAR or radiation sensors) can aid in the re-identification 

process for tracking an object attributed to a radiation anomaly. The object classification data 

obtained from the final layer of the YOLOv3 network can be thought of as a discrete 

distribution, as the classes in the final layer are discrete variables even though the probability 

values predicted for each classification can be continuous. Rather than only transmitting only the 

selected classification from the three labels to other nodes in the network, the final layer of the 

YOLOv3 can be transferred and used to build a discrete probability distribution. For example, if 

the average values from the final output layers during the event are [0.21, 0.95, 0.62] for [person, 

truck, car] as depicted in Figure 113, the discrete values can be used to represent the belief or 

likelihood of the object belonging to one of the categories. In the Bayesian context, this can be 

directly inserted by representing the discrete values as probability, 𝑃(𝑥Í|𝑯), where the object 

detected in the initial anomaly (𝑥Í,?) will represent 𝐻� same anomaly via the conditional 

probability 𝑃�𝑥Í,?¤𝐻��. Unfortunately, the 𝐻ª no anomaly and 𝐻w different anomaly can exist for 

any and all combinations of detected objects and thus should be equal to 1.0 for all objects. 

This process is only employed with an object is detected in the video data, as any other 

time would result in an empty conditional probability 𝑃(𝑥Í|𝑯), as a result during times with no 

detected objects, the original 𝑃(𝑯|𝑥ª, 𝑥�, 𝑥w) construct is used. Furthermore, this construct is not  
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Figure 113: Example discrete distribution for arbitrary video classification output. 
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ideal as it provide no additional value to discriminating between the hypotheses. Nevertheless, 

this construct will be utilized to understand the implication of fusing the data this manner. 

5.3: Multimodal Bayesian Classification Methodology 

Using the previous analysis to dynamically update the 𝑃(𝑥�|𝐻�) probability by fusing the 

LIDAR data and the addition of a new discrete probability distribution via the video 

classification data, the Bayesian decision-making architecture can easily be updated to 

incorporate the new information. The modified 𝑃(𝑥�|𝐻�) can be incorporated in a 

straightforward manner by replacing the 𝑃(𝑥�|𝐻�) and dynamically updating the conditional 

probability and the new conditional probability 𝑃(𝑥Í|𝑯) is easily incorporated by appending the 

probability to the current posterior calculation as shown 𝑃�𝐻Ý¤	𝑥ª, 𝑥�, 𝑥w, 𝑥Í� =

�e𝑥ª÷𝐻Ýh	�e𝑥�÷𝐻Ýh	�	e𝑥w÷𝐻Ýh	�	e𝑥Í÷𝐻Ýh	��øù�
∑ ��𝑥ª¤𝐻?�	��𝑥�¤𝐻?�	��𝑥w¤𝐻?�	�	�𝑥Í¤𝐻?�	�(ø¹)¹

 . Using this updated Bayesian formula, the previous 

three example events from the ORNL sensor array are analyzed using the radiation, LIDAR, and 

Video data. Recall that in Event 1, the initial anomaly was observed at Node06 with subsequent 

anomalies measured at Node04, Node10, and Node01 Each sensor modality (i.e. radiation, 

LIDAR, and video) at each alarm node successfully detected an anomaly in their respective data 

stream. The resulting time-series posterior for the event is provided in Figure 114.  

It can be observed when comparing the original posterior values in Figure 92 to update 

values in Figure 114 that the 𝐻� same anomaly classification increases and is dominant during 

the event. In attempt to compare the two, the average likelihood values calculated for each 

posterior during the anomalous event are calculated and provided in Table 10.  

It should be noted that using the average of the posterior probabilities during the event 

may provide bias results as the instantaneous probabilities at each time-step may be more 

important to an end-user, rather than averaged over the event. For example, the anomalous  
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Figure 114: Event 1 time-series of the posterior probabilities using the multimodality Bayesian framework. 
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Table 10: Event 1 average Bayesian network output comparison during anomalous event. 

  

Radiation  
Network 

Multimodality 
Network 

 Node01 
H0 7.5% 1.7% 
H1 57.3% 90.4% 
H2 35.2% 7.9% 

 Node04 
H0 15.2% 0.1% 
H1 54.3% 68.3% 
H2 30.5% 31.6% 

 Node10 
H0 15.2% 1.5% 
H1 54.3% 69.9% 
H2 30.5% 28.6% 
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events detected at Node04 and Node10 in Event 1 observe the 𝐻w different anomaly 

classification being the most dominant, or MAP. Therefore, if the instantaneous results are 

utilized to classify the system state, a misclassification would occur at the beginning of the event 

on Node04 and at the end of the event on Node10, as shown in Figure 114. Additionally, 

providing the average posteriors probabilities is dependent on the start and end times selected for 

the event. In this case, it is considered an event when the 𝐻ª no anomaly classification is less 

than either 𝐻� or 𝐻w, but is bias towards the decision-making architecture utilized in this work. If 

a more advanced algorithm, for instance, were to detect the radiation anomaly at an early time, a 

direct classification comparison is not advisable as the more advanced algorithm was able to 

detect the anomaly earlier. In lieu of any alternative methods to compare the radiation-only 

Bayesian framework and the multimodalilty Bayesian framework, the averaged posterior 

probabilities are used to equate the two. 

Event 2 observed an initial anomaly at Node06 with subsequently anomalies observed at 

Node04, Node10, Node11, and Node01. The results from the original, radiation-only sensor 

network (see Figure 93) provided no misclassifications, but an increased competition between 𝐻� 

same anomaly and 𝐻w different anomaly which was attributed to the calculated cosine similarity 

values residing in the overlap region between the two conditional probabilities, 𝑃(𝑥w|𝐻�) and 

𝑃(𝑥w|𝐻w). The multimodal results, shown in Figure 115, provide a higher posterior probability 

values for 𝐻� same anomaly and a suppression of 𝐻w different anomaly posterior values across 

all four anomalous event detected. This leads to an enhanced average posterior value for each 

anomalous event as provided in Table 11. 

Similar to the alarm path in Event 1, Event 3 observed an initial anomaly at Node06 with 

subsequently anomalies observed at Node04, Node10, and Node01, respectively. Each modality  
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Figure 115: Event 2 time-series of the posterior probabilities using the multimodality Bayesian framework. 
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Table 11: Event 2 average Bayesian network output comparison during anomalous event. 

  

Radiation  
Network 

Multimodality 
Network 

 Node01 
H0 0.2% 0.4% 
H1 77.1% 90.7% 
H2 22.7% 8.9% 

 Node04 
H0 0.2% 2.6% 
H1 77.5% 83.7% 
H2 22.3% 13.7% 

 Node10 
H0 0.1% 3.2% 
H1 82.6% 83.1% 
H2 17.3% 13.7% 

 Node11 
H0 1.5% 2.3% 
H1 53.7% 75.6% 
H2 44.8% 22.2% 
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at each alarm node successfully detected an anomaly in their respective data stream. The 

resulting time-series posterior for the event is provided in Figure 116. In comparison to the 

posterior probability values from the radiation-only sensor network (see Figure 91), the 

multimodality posterior probability value show an increased values in 𝐻� same anomaly with 

average values compared in Table 11. Similar to the results from Event 1, the average posterior 

values show an enhanced classification, but misclassifications can be made if a classifier method 

that utilizes time-step approach for making decision. Fortunately in this event, the 

misclassification for 𝐻w different anomaly remains suppressed, but as the count rate and 

consequently, the cosine similarity values decrease, the 𝐻ª no anomaly becomes dominant, 

which is expected. Overall, however, the detection of the anomalies observes an increased 

confidence. 

In all three events, the MAP classification did not change and increased the correct 

confidence in the correct classification, namely same anomaly, while suppressing other the other 

hypotheses, or classification categories. 
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Figure 116: Event 3 time-series of the posterior probabilities using the multimodality Bayesian framework. 
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Table 12: Event 3 average Bayesian network output comparison during anomalous event. 

  

Radiation  
Network 

Multimodality 
Network 

Node01 
H0 8.3% 0.6% 
H1 79.0% 94.2% 
H2 12.7% 5.2% 

Node12 
H0 7.6% 6.5% 
H1 79.3% 88.7% 
H2 13.1% 4.8% 
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6: Conclusion 

Detecting radiological materials that could potentially harm the general public or high 

value assets has remained a high priority in the U.S. national security realm since the Manhattan 

project, now over 70 years ago. As a subset of these operations, tracking the material for 

interdiction has been a nontrivial task, where the general concept of operations relies on 

practitioners to aggressively survey the area around the initial detection location. This work has 

proposed a methodology to utilize a radiation detection sensor network positioned in fixed 

locations to aid the end-users in the localizing and interdiction process. Three unique modalities 

were analyzed to increase the ability in tracking radiation anomalies travelling within a sensor 

network. As the primary sensor modality for alarming, the data collected from the NaI(Tl) 

gamma-ray radiation detectors were evaluated to identify key features that could aid the 

operations. The primary feature extracted from the radiation data was the background-subtracted 

and filtered anomalous spectrum that was utilized to calculate the cosine similarity at other nodes 

in the network. This feature provided a key capability (i.e. perhaps the key capability) to 

discriminate between the hypotheses when the anomalous spectra contained spectral features, 

such as energy peaks.  

As the sole contextual sensors evaluated in this work, the video camera and LIDAR 

sensor data were first analyzed to extract useful features. The video data was analyzed using an 

open-source, COTS solution (i.e. YOLOv3 neural network) that detects, tracks, and classifies 

objects within each frame of the video feed. The processing of the LIDAR data required more 

effort to analyze than originally expected, as there currently exist only early-TRL solutions with 

sometimes questionable results [109]. The LIDAR data was processed and analyzed by piping 

the point cloud through the open-source ROS software and importing the point cloud into 
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Python. Once in the Python environment, the point cloud was down sampled where an object 

detection and tracking became possible. 

The Bayesian-based decision-making architecture created and evaluated in this work 

contains the ability to digest different data streams and perform hypothesis tests in real-time. The 

time required to formally calculate the posteriors from the conditional probabilities and priors for 

each data feature utilized in the decision-making architecture is extremely limited, making it 

ideal for real-time analysis. The downfall in the proposed architecture with respect to time-to-

decision is the architecture in its current form requires each sensor modality to be analyzed in 

real-time to feed the process. At any rate, the architecture provided a high level of accuracy for 

the anomalous events analyzed from the ORNL sensor array. 

The Bayesian-based architecture is not without faults. Bayesian networks in general suffer 

from multiple drawbacks, namely: 

1. They require expert-level knowledge to create informative priors (i.e. expert systems),  

2. Introduction of bias when designing the probabilities and the interaction between the 

different data streams,  

3. Requires unique methods (e.g., MCMC) to calculate distributions when sparse data is 

collected or when no physical relationship is available to dictate the probability, and 

4. Computationally expensive for large number of model variables. 

In the work provided in this report, the primary areas of where error exists are in the strong user-

bias related to the creation of the priors and conditional probabilities (e.g., likelihood functions). 

While there was an attempt to reinforce the decisions made to create the probabilities with 

informed reasoning from lessons learned on the ORNL sensor array data, the network may 

provide less than ideal results in other settings. To that end, if the background radiation remains 
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relatively constant at each node, which may not be the case (e.g., radon washout), and only a few 

objects are in the scene around the detectors at a single moment, the author is confident that this 

architecture should provide adequate performance.  
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7: Future Work 

This work is far from complete and the reader should note that in its current state, the 

research presented provides solely a proof-of-concept and should be further evaluated prior to 

being utilized in a real-world environment. As in the majority of cases when performing 

research, more data are needed to identify the problems that may not be highlighted in the few 

examples analyzed in this work. Additionally, more data would provide the ability to better 

characterize the Bayesian classification process and provide more quantifiable metrics (e.g., 

ROC curve). A primary reason for only a few example events being presented in this work is due 

to the sheer size of the data from each event.  This is inherent to multimodal data fusion 

scenarios, but especially in this work, where the data are first saved and require a user to parse 

months of data to find anomalous events. To that end, there do exist a few areas of work that 

could enhance the research presented here. 

First, the overall decision-making architecture could be further analyzed to incorporate 

dependencies between the data. In the Bayesian context, assuming each modality is independent 

from one another is rather naïve (i.e. a play-on-words of the common naïve Bayes methodology) 

and better understanding the dependencies on each could improve the classification or hypothesis 

testing process (e.g., similarity in energy spectra and the expected count rate). A future effort 

should perform a covariance analysis to provided a better understanding of the dependencies.  

 

Second, an additional data fusion technique for decision-making called Dempster-Shafer 

Theory (i.e. also known as DST, evidence theory, belief networks), should be evaluated for the 

problem statement analyzed in this work. DST is a relatively common approach to sensor data 

fusion for decision-making tasks and is built upon mathematical set theory, rather than purely 
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statistical probability like the Bayesian framework. DST provides a direct ability to calculate 

uncertainty from the sets constructed rather than incorporating uncertainty in the probabilities in 

the Bayesian framework, and also allows for independent items of evidence to contribute at a 

higher level of abstraction to multiple decisions rather than a single decision selection (e.g., 

MAP in Bayesian context). For interested readers, several references for the reader’s review 

include [180, 181, 182, 183, 184]. Outside of the Dempster’s and Shafer’s original works, the 

author suggests the work by Klein in [182] that provides a much more in-depth analysis in the 

application space of sensor data fusion and highlights some of the nuisance when constructing 

sensor fusion architectures. 

Additionally, combining weak classifiers to improve an overall system classification 

performance is not a novel idea. In the data science community, these efforts are referred to as 

boosting that attempt to train the individual weak classifiers and update the classifiers to improve 

the classification. Popular techniques such as Adaptive boosting (i.e. Adaboosting) and gradient 

boosting may provide increased system performance when trained on the data collected from the 

ORNL sensor array. For readers who are interested in learning more about boosting and the two 

techniques stated previously, the author suggests reviewing [185, 186] and [187, 188], 

respectively. 

A sensitivity study should be performed on the data analyzed in this work to focus on 

sensor drop-outs (i.e. momentary or permanents loss of a data stream) and moving to a live-time 

analysis platform. As in most operational environments, the planned, best-case scenarios 

typically never exist, and the end-user team is required to remain adaptive to maintain 

operability. Such scenarios as loss of power, loss of communication, or inoperable sensors are 

not uncommon and further research could highlight the effect of losing each sensor modality at 
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subsequent nodes on the decision-making process. Furthermore, an end-user could truly benefit 

from a sensitivity study to quantify the benefit each sensor modality provides for detection and 

tracking of radiological anomalies. This would provide end-users the ability to select the 

appropriate sensors to meet the specific operational need and not rely on selecting multiple 

modalities to provide similar results. 

Lastly, a full characterization of the LIDAR object detection algorithm is required prior 

to using the approach outside of the data analyzed from the ORNL sensor array. Absent of any 

formal analysis on the classification metrics (e.g., FPR, TPR, TNR, TNR) and selection of the 

hyperparameters (e.g., occupancy cell size and timing resolution), the algorithm performed 

adequately and did not diminish the classification process provided in this work. It is of the 

author’s opinion that LIDAR data could provide additional information as well regarding the 

detected objects. The LIDAR data also returns a reflectivity of the object which may provide the 

ability to differentiate between objects (e.g., metallic materials on vehicles, brick walls, fabric on 

a person, etc.). Additionally, the ability to process 3D LIDAR data in real-time is not impossible 

and has been shown on several automated vehicle demonstrations using application specific 

integrated circuits (ASICs). An effort that was experimented by the author of this work was to 

extract the 3D point cloud (column) from the occupancy cell and use that information for 

detection and classification.  
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Appendix 

The information in this section provides the reader with additional details on concepts discussed 

in this work.  

YOLOv3 Class List 

The object detection and recognition algorithm utilized in this work was the YOLOv3 (i.e. You 

Only Look Once, Version 3). A trained version of the neural network on the COCO dataset is 

utilized in this work, resulting in 80 unique classes. The full list for the YOLOv3 algorithm used 

in this work is provided in the Figure 117. Recall that in this work, the majority of the pretrained 

classifications were deemed not useful and only three remained; that is, person, car, and truck. 

There are additional classifications that could be deemed useful, such as Bicycle, Bus, or 

Motorbike as they could both be potentially utilized to transport radioactive materials in 

nefarious scenarios.  

Derivation of Bayes’ Theorem 

Bayes’ Theorem, also commonly referred to as Bayes’ Rule, reorganizes the joint probability 

definition between two events to create a method to, among other things, update a belief 

function. A joint probability provides the probability that two events by multiplying the 

probability of one event occurring by the conditional probability that given that event occurring 

the second event occurs. The conditional probability is another way of expressing the 

probabilistic causality for a given relationship. This joint probability for Event 𝐴 and Event 𝐵 is 

expressed given the following relationship, 𝑃(𝐴 ∩ 𝐵) = 𝑃(𝐴)	𝑃(𝐵|𝐴). Additionally, the joint 

probability is also equal to the opposite event sequence, 𝑃(𝐴 ∩ 𝐵) = 𝑃(𝐵)	𝑃(𝐴|𝐵). Equating the  
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Figure 117: Class list for YOLOv3. 

  

1 Person 16 Cat 31 Skis 46 Bowl 61 Diningtable 76 Vase
2 Bicycle 17 Dog 32 Snowboard 47 Banana 62 Toilet 77 Scissors
3 Car 18 Horse 33 Sports Ball 48 Apple 63 Tvmonitor 78 Teddy Bear
4 Motorbike 19 Sheep 34 Kite 49 Sandwich 64 Laptop 79 Hair Drier
5 Aeroplane 20 Cow 35 Baseball Bat 50 Orange 65 Mouse 80 Toothbrush
6 Bus 21 Elephant 36 Baseball Glove 51 Broccoli 66 Remote
7 Train 22 Bear 37 Skateboard 52 Carrot 67 Keyboard
8 Truck 23 Zebra 38 Surfboard 53 Hot Dog 68 Cell Phone
9 Boat 24 Giraffe 39 Tennis Racket 54 Pizza 69 Microwave
10 Traffic Light 25 Backpack 40 Bottle 55 Donut 70 Oven
11 Fire Hydrant 26 Umbrella 41 Wine Glass 56 Cake 71 Toaster
12 Stop Sign 27 Handbag 42 Cup 57 Chair 72 Sink
13 Parking Meter 28 Tie 43 Fork 58 Sofa 73 Refrigerator
14 Bench 29 Suitcase 44 Knife 59 Pottedplant 74 Book
15 Bird 30 Frisbee 45 Spoon 60 Bed 75 Clock
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two relationships provides a method to update the belief for an event based on the relationships 

previously derived, 𝑃(𝐴)	𝑃(𝐵|𝐴) = 𝑃(𝐵)	𝑃(𝐴|𝐵) and, thus, 𝑃(𝐴|𝐵) = �(a)	��𝐵¤𝐴�	
�(()

. 

This final equation is conventional formula known as Bayes’ Theorem and is the basis for 

statistical inference. In addition, portions of the derived relationship are commonly expressed 

with unique titles, such as the prior probability, posterior probability, and the normalization 

probability, as provided in the following equation, 𝑝𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟 = �_?C_×@?»B@?=CC~
B�?~B1 B

. In this case, the 

prior probability, or often referred to as a priori information, corresponds to 𝑃(𝐴) and illustrates 

the prior belief that Event A occurs. The posterior is the probability that was derived, 𝑃(𝐴|𝐵), 

and expresses the new belief of the system. The probability 𝑃(𝐵) divides the product in the 

numerator to normalize the probability, resulting in values between the 0.0 to 1.0. In many 

applications, the normalization probability can be difficult, if not near-impossible, to calculate 

analytically. Thus, the normalization probability can be removed from the final formula resulting 

in values outside the original 0.0 to 1.0 range. In such scenarios, the hypothesis tests select the 

highest value probability.  
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