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ABSTRACT

An ultra-wideband radar system is built at the University of Tennessee with the goal to develop a ground penetrating radar (GPR). The radar is required to transmit and receive a very narrow pulse signal in the time domain. The bistatic radar transmits a pulse through an ultrawide spiral antenna and receives the pulse by a similar antenna. Direct sampling is used to improve the performance of the impulse radar allowing up to 1.5 GHz of bandwidth to be used for signal processing and target detection with high resolution. Using direct sampling offers a less complex system design than traditional lower sample rate, super-heterodyne systems using continuous wave or step frequency methods while offering faster results than conventional equivalent time sampling techniques that require multiple data sets and significant post-processing. These two points are particularly important for a system that may be used in the field in potentially dangerous environments. Direct sampling radar systems, while still frequency limited, are continually improving their upper frequencies boundaries due to more power efficient, higher sampling rate analog to digital converters (ADCs) which relates directly to better sub-surface resolution for potential target detection.
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# ABBREVIATIONS AND SYMBOLS

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCC</td>
<td>Federal Communications Commission</td>
</tr>
<tr>
<td>UWB</td>
<td>Ultra-Wideband</td>
</tr>
<tr>
<td>ADC</td>
<td>Analog to Digital Convertor</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>PRI</td>
<td>Pulse Repetition Interval</td>
</tr>
<tr>
<td>PRF</td>
<td>Pulse Repetition Frequency</td>
</tr>
<tr>
<td>RMS</td>
<td>Root Mean Square</td>
</tr>
<tr>
<td>LSB</td>
<td>Least Significant Bit</td>
</tr>
<tr>
<td>PSD</td>
<td>Power Spectral Density</td>
</tr>
<tr>
<td>GPR</td>
<td>Ground Penetrating Radar</td>
</tr>
<tr>
<td>ETS</td>
<td>Equivalent Time Sampling</td>
</tr>
<tr>
<td>RF</td>
<td>Radio Frequency</td>
</tr>
<tr>
<td>ISI</td>
<td>Inter-Symbol Interference</td>
</tr>
<tr>
<td>DS</td>
<td>Direct Sampling</td>
</tr>
</tbody>
</table>
CHAPTER 1:
INTRODUCTION AND GENERAL INFORMATION

Ground penetrating radar (GPR) is a relatively new technology in the field of radar which can detect both metallic and non-metallic objects alike using electromagnetic signals. These systems can perform sub-surface scans without the need to physically disturb the environment by obtaining information on the variation of the electromagnetic properties of permittivity and conductivity. With high speed signal processing, large areas can be rapidly measured and analyzed to provide detailed localized 3D-images of subsurface features. The challenge of this technology is to be able to provide a portable, practical and affordable system that can produce reliable detection results [1]-[9].

It is the goal of this research to develop a system that is suitable for these tasks in the applications of target data collection, precision location and tracking. The selection of system components must be carefully considered. Frequency and bandwidth dictate the resolution of the subsurface radar system. As bandwidth and frequency are increased, better resolution is obtained at the expense of the depth of penetration. As a result, designs are a compromise between these parameters. Table 1-1 summarizes these considerations in overall system design.

In the following work, we will progress through the development of a bistatic direct sampling impulse radar system that is compact with ultra-wide bandwidth, good impedance matching, circular polarization, and unidirectional radiation pattern.
This work is divided into chapters that focus on the critical subsystems as well as the complete radar system. Chapter 2 details the RF direct sampling ADC and focuses on the merits of direct sampling as well as a comparison to superheterodyne receivers. Chapter 3 provides details on the design of a custom ultra-wideband circularly polarized antenna in which a comparison to other antennas is made with specific application to subsurface radars. Chapter 4 compares this work to other ground penetrating radar systems. It also describes in detail the overall impulse radar system, inclusive of those key subsystems described in Chapters 2 and 3 and discusses the radar system features that determine signal resolution and detection. Finally, Chapter 5 summarizes the performance of this work and provides insight into future system development.
CHAPTER 2:
DIRECT SAMPLING ADCs

2.1 Introduction

The motivation to develop a system using radio frequency (RF) direct sampling comes about because of continuing advances in the field of high speed digital sampling. As sample rates have increased and the associated cost in power and real estate have diminished, the opportunity to use alternatives to heterodyne receiver architectures has become more compelling. Moreover, it will be shown in Chapter 4 that the need for wide bandwidth is critical in determining the minimum depth that a subsurface radar system can resolve a target. The higher the bandwidth, the closer to the surface a point of interest can be resolved unambiguously.

There are alternatives to using high speed RF ADCs that are discussed here. A popular technique that allows the use of much lower sampling rate ADCs is that of equivalent time sampling (ETS). While this technique is effective in producing very high equivalent sampling rates, the price that must be paid is ultimately in the number of synchronized iterations (frames) of data that must be captured to render the equivalent data. During this time, the scene under investigation must remain static. For mobile radar systems (drone or vehicle based) or in potential hostile situations, this becomes an impractical requirement and was therefore removed from consideration for this work.
This chapter explores the current state of the art in ADCs and concludes with the performance of the device selected for the 1.25 GHz direct sampling impulse radar system.

### 2.2 Background and Classification

ADCs can be grouped into three major categories as precision, high-speed and general-purpose devices. A somewhat arbitrary cut-off between the groups exists that involves the bit resolution and speed of the conversion. Converters with 8-14-bit resolution and conversion rates below 10 mega-samples/s are typically considered general-purpose while those with conversion rates greater than 10 mega-sample/s are considered high-speed. This leaves the precision category to be defined as those parts with 16 bits or more of resolution [11].

Further classification can be accomplished by grouping parts by their architecture. The majority of which fall under the following categories: flash, pipelined, successive approximation register, and sigma-delta. Each of these architectures offer certain advantages to accuracy, speed of conversion or other parameters and this architecture determines the suitability for a given application.

ADCs have been implemented both as discrete and integrated circuit monolithic designs. The monolithic development of ADCs has been greatly influenced by innovations in both the high-end processes such as bipolar, biCMOS, and SiGe, as well as the more mainstream CMOS processes [11].

As ADC designs have migrated to CMOS processes with smaller geometries, an increased possibility for performance enhancements and higher levels of integration are possible. This includes an increased number of conversion
channels on a single die or pulling on-chip the conversion related functions. Die size and package depend on the semiconductor process which drives the supply voltage, conversion speed and influences power dissipation [11].

2.3 Performance and Theory of Operation

In general, there are three universal parameters of merit for ADCs. These are sampling rate, resolution and power dissipation that when combined form two figures-of-merit, \( P \) and \( F \) which are defined as follows:

\[
P = 2^B \cdot f_s
\]

\[
F = \frac{2^B \cdot f_s}{P_{diss}}
\]

\( P \) being a figure for resolution and speed and \( F \) the ratio of \( P \) to power dissipation. In addition, to the above mentioned parameters, there is also system noise to be considered in the form of thermal noise, quantization noise [12] and aperture-jitter noise [13].

2.4 ADC Noise Sources

The amount of noise that is produced by the ADC is of great importance as it affects the overall fidelity of the digital version of the radar signal. The following sections detail the types of noise created by digitization of an analog signal.

2.4.1 Thermal Noise

The relationship of the sampling frequency to thermal noise has a 1 b/6 dBs/s relationship when at the Nyquist sampling rate for a given signal. However, when the capacitance noise from the sample and hold input stage of an ADC shows strong capacitive characteristics, it usually dominates the thermal noise. As such,
the capacitance noise (modeled as \( kT/C \) noise [14], where \( k \) is Boltzmann’s constant, \( T \) is the Kelvin temperature, and \( C \) is the capacitance) is the input noise floor.

### 2.4.2 Aperture Jitter Noise

An external clock is typically used to generate ADC sampling times. Because of limits in clock accuracy and sample and hold circuit imperfections, unavoidable variations in clock timing occur. While the average interval between clock pulses is constant, there are still variations in instantaneous spacing between samples which is referred to as aperture jitter. This jitter causes errors in the timing of a sampled signal, degrades the noise floor of the ADC, and increases inter-symbol-interference (ISI). Furthermore, aperture jitter is directly proportional to the input signal’s slew rate. The maximum aperture jitter is determined by the frequency and resolution of the ADC by

\[
\tau_a = \frac{1}{2^N \cdot \pi \cdot f_{max}}
\]  

(2.3)

where \( N \) is the number of bits, \( f_{max} \) is the maximum frequency and \( \tau_a \) is the aperture jitter [12]. The distortion by aperture jitter can be modeled as another noise source. [15] provides an equation of signal to aperture jitter noise ratio (SANR) versus sampling rate

\[
\text{SANR} = -20 \log_{10} (2\pi \cdot f_s \cdot \tau_a) \text{ dB},
\]

(2.4)

where \( f_s \) is the sampling frequency.

SNDR is the sum of all three noise sources which can also be represented as ENOB [12].
\[
\text{ENOB} = \frac{\text{SNDR} - 1.763}{6.02} \tag{2.5}
\]

Resolution and signal quality are related in [16] and can be used for calculating an equivalent resolution by looking just at SANR. As such, the number of bits, \( B \), can be represented as
\[
B = -3.322 \log_{10}(f_s) - 3.322 \log_{10}(\tau_a) - 2.945 \tag{2.6}
\]
which has a 1 b/3.322 dBs/s slope for aperture jitter \( \tau_a \).

### 2.4.3 Quantitation Noise

The amplitudes of analog signals are quantized into a binary word of fixed length, usually between 6 and 18 bits. The process of quantization is inherently nonlinear and is seen as wideband noise which limits an ADC's dynamic range. The expression for quantization noise is
\[
\text{SNR}_{A/D} = 10 \log_{10} \left( \frac{\text{signal variance}}{\text{quantization noise variance}} \right) 
= 10 \log_{10} \left( \frac{\sigma_{\text{signal}}^2}{\sigma_{\text{A/D noise}}^2} \right) \tag{2.7}
\]
If a uniform probability for quantization error is assumed, the denominator of Eq. 2.7 can be rewritten as
\[
\sigma_{\text{A/D noise}}^2 = \frac{V_p^2}{3 \times 2^b} \tag{2.8}
\]
Further, if loading factor \( LF \) is defined as
\[
LF = \frac{\text{input signal}_{\text{rms}}}{V_p} = \frac{\sigma_{\text{signal}}}{V_p} \tag{2.9}
\]
And noting that variance \( \sigma^2 \) is a power expression and the standard deviation a root mean square (RMS) value, the square of the loading factor can be rearranged to obtain the following:
\[
\sigma_{signal}^2 = (LF)^2V_p^2 \tag{2.10}
\]

Substituting Eqs. (2.8) and (2.10) into Eq. (2.7), yields

\[
SNR_Q = 6.02N + 4.77 + 20\log_{10}(LF) \text{ dB} \tag{2.11}
\]

\(LF\) is the loading factor, a measure of analog input voltage level. The parameter is defined as the analog input root-mean-square (RMS) voltage divided by the ADC's peak input voltage. When a sinusoid with an amplitude equal to the ADCs full-scale range is applied to the input, \(LF\) becomes 0.707. As such, the last term in the \(SNR_Q\) equation becomes −3 dB and the ADC's maximum output signal-to-noise ratio is

\[
SNR_{Q_{-\text{max}}} = 6.02N + 4.77 - 3 = 6.02N + 1.77 \text{ dB} \tag{2.12}
\]

For this work, 12 or 14-bit resolutions were used, resulting in a maximum output-signal-to-noise ratio of 74.01 dB and 86.05 dB respectively.

\(SNR_{Q_{-\text{max}}}\) leads to the 6 dB/b rule of thumb for the SNR of an ADC. This is, however an optimistic rule since it is based on an ideal ADC. It should also be noted that the input amplitude rarely equals the full-scale range exactly, which also increases the loading factor term in Eq. (2.11) [17].

2.4.3.1 Methods for reducing quantization error

Assuming the 6 dB/b for ADC SNR as previously shown, oversampling is considered as an approach to improve the \(SNR_Q\). An analog signal is digitized at an \(f_s\) sample rate that is higher than the minimum rate needed to satisfy the Nyquist criterion and then lowpass filtered. Quantization noise power is the squared value of the converter's least-significant-bit (LSB) voltage divided by 12:
Oversampling assumes that the quantization noise is truly random and has a flat spectrum in the frequency domain. It should be noted, however that this assumption only holds for large signal amplitudes (close to the full-scale range of the ADC) that are not highly periodic [17].

Another aspect of quantization noise is its power spectral density (PSD) which is measured in power per Hz. With PSD, quantization noise can be represented as a certain amount of power per unit bandwidth. The random noise assumption results in a fixed value based on the converter's LSB voltage and the amplitude of this quantization noise PSD. PSD is the total quantization noise power divided by the total bandwidth $f_s$ over which it is present:

$$PSD_{noise} = \frac{2}{12} \sigma^2 = \left( \frac{1}{f_s} \right) = \frac{(LSB \ value)^2}{12f_s} \ W/Hz$$

If the LSB value in the numerator is reduced by using an ADC with additional bit resolution, the $PSD_{noise}$ is likewise reduced.

Dithering is another technique used to minimize the effects of ADC quantization noise and is a method in which noise is added to the analog signal prior to ADC conversion. Dithering results in a noisy analog signal that crosses additional converter LSB boundaries and yields a quantization noise that is much more random, with a reduced level of undesirable spectral harmonics. Dithering raises the average spectral noise floor but increases SNR. Dithering forces the quantization noise to lose its coherence with the original input signal, which benefits from averaging, if desired [17].
2.4.4 Performance vs Power Dissipation

A derivation of power dissipation of an ideal ADC is presented in [18] and finds its basis on the assumptions that power is consumed only at the sample and hold block and the input signal supplies the power to charge the sample and hold capacitance.

Quantization noise should be no larger than the thermal noise dominated by sample and hold capacitance within the required bandwidth, a structure- and substrate-independent relationship between minimal power, $P_{\text{min}}$, sampling rate, and resolution is:

$$P_{\text{min}} = k \cdot T \cdot f_s \cdot 10^{\frac{(6N+1.76)}{10}} W,$$

where $k$ is the Boltzmann’s constant and $T$ is temperature, respectively. This is as derived in [19] and can be rewritten as

$$\log_{10}(P_{\text{min}}) = \log_{10}(f_s) + \frac{6N}{10} + \log_{10}(k \cdot T) + 0.176$$

(2.16)

2.5 Application in RF Receivers

Direct-sampling (DS) radio frequency (RF) receiver architectures are becoming increasingly practical as an alternative to the heterodyne receiver architecture. Both architectures have a similar lower bound on power dissipation, which can be progressively approached as the ratio of process to the maximum signal frequency increases [20].

2.5.1 Comparison of Direct Conversion to Super Heterodyne RF Receivers

The argument is that simultaneous requirements for sensitivity and blocker tolerance in a radio receiver require an adequate combination of converter
resolution and sample rate. The RF ADCs require a much higher sampling rate than baseband ADCs in a conventional receiver. Oversampling gain permits significantly lower resolution, which balances the power dissipation [20].

In a direct-sampling receiver, channel selection is implemented using digital mixers and filters after the ADC. The noise in each channel is the noise density of the ADC integrated over the bandwidth $B$ of the channel selection filter—approximately the same as the channel bandwidth. If this is less than the ADC Nyquist bandwidth, the receiver benefits from oversampling gain $\text{OSR} = 10\log_{10}(fs/2) - B$. Given specifications of the receiver full scale and noise figure, we can ideally trade ADC effective resolution ($ENOB_{SNR}$) for ADC sample rate ($fs$) [20].

2.5.1.1 Impact of Linearity and PLL Phase Noise

Phase noise and nonlinearity constitute significant challenges to direct-sampling RF implementation. However, these noise sources are similar to analog heterodyne transceivers noise.

DS receiver phase noise was analyzed in [21]. It concluded that the ADC clock phase noise and the LO phase noise were about the same. That is, that ADC sampling and mixer commutation have comparable effects on signal fidelity. [20]

2.5.1.2 Power Requirements for Digital Down Conversion

RF direct-sampling output data must be digitally channelized. In one implementation the channelizer(s) are digital downconverters and filters or alternatively as an FFT. The high data rate and precision of the output points toward potentially significant power dissipation in the process of digital down
conversion. In [20] the argument is made that the power dedicated to digital down conversion will not dominate the power dissipation budget for direct-sampling RF.

### 2.5.1.3 Direct Sampling vs. Heterodyne: Recent Results

Reference [22] presents an agile conventional heterodyne receiver for software-defined radio (SDR) for carrier frequencies spanning 0.4–6 GHz. The power dissipation of these receiver designs ranges roughly from 35 to 100 mW, not including the synthesizer. Reference [23] presents a power dissipation of these synthesizer designs that range from 25 to 60 mW. Combining these values, we infer that a reasonable approximation for power dissipation of contemporary receivers (including PLL) is 60–160 mW and reference [24] presents a complete multiband cellular transceiver. It reports receiver power dissipation, including the synthesizer, bearing out this estimate. These values clearly show comparable power consumption. Likewise, [20] draws a comparison between the intrinsic SNR-limited dynamic range, showing the heterodyne to RFDS systems to be within 10 dBFs/Hz of each other.

### 2.6 Device Selection

Two major vendors working in the RF direct sampling space are considered; Texas Instruments and Analog Devices. While both companies offer several different options for potential selection, the dual channel 3 GSPS pipeline ADCs offered by Texas Instruments fit most closely to the intended radar application in this work. The criteria includes the number of ports, bit resolution, sampling frequency and dynamic range given the 1.25 GHz upper frequency limit of the system.
Since the original ADC selection in 2017, both companies have produced additional chips that exceed the current ADC32RF45 part specifications. This shows the continued interest and momentum of the industry in this area of design.

2.6.1 High Level Specifications

Two modules are needed to acquire high speed signal data using the offerings from TI. The ADC32RF45 connects to the TSW14J56 using a JESD204B communication pipeline for high-speed data transfer. Data passes from the ADC32RF45 to the TSW14J56 where it is stored in on-board memory. The memory contents are then able to be accessed via a USB 3.0 interface from the TSW14J56. Table 2-1 is a summary of the performance specifications for the ADC. Figure 2–1 shows the two modules connected.

2.6.2 ADC32RF45 Detailed Specifications

Figure 2–2 shows the internal block diagram of the ADC32RF45. Some of the key features include the input buffer which is designed with on-chip terminations.

### Table 2-1 ADC Gross Performance Characteristics

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Bit</td>
<td>14 b</td>
</tr>
<tr>
<td>Number of Channels</td>
<td>2</td>
</tr>
<tr>
<td>Sample Rate</td>
<td>3 GS/s</td>
</tr>
<tr>
<td>Aperture Jitter</td>
<td>90 fs</td>
</tr>
<tr>
<td>Channel Isolation</td>
<td>95 dB @ 1.8 GHz</td>
</tr>
<tr>
<td>Analog Bandwidth</td>
<td>3.2 GHz</td>
</tr>
<tr>
<td>SNR @ 2.5 GS/s</td>
<td>~60 dBFS</td>
</tr>
</tbody>
</table>
Figure 2–1 TI ADC32RF45 (left) and TSW14J56 (right)

Figure 2–2 ADC32RF45 Functional Block Diagram
to provide uniform impedance across the analog bandwidth and to minimize sample-and-hold glitch energy. Two 14-bit, 3-GSPS ADC channels are provided as a 4x interleaved structure. The channels include analog and digital background, interleaving correction. In addition, 3 independent, complex 16-bit numerically controlled oscillators (NCO)s are included per ADC for frequency tuning within the Nyquist zone prior to digital filtering. The module also has a decimation filter to artificially decrease the sample rate by removing samples from the data stream to keep data rates reasonable for transmission. Processed data is then passed to the JESD204B interface, where the data is encoded, framed and serialized on one to 4 lanes per channel depending on sampling rate and decimation. The interleaved ADCs first sample the RF signal then the NCO shifts the frequency, followed by decimation and finally data transport. It should be noted that during the interleaving process, non-linearities create undesired harmonic and interleaving spurs. Figure 2–3(d) shows the interleaving noise contribution vs frequency.

Figure 2–3(a) through Figure 2–3(d) are provided by the manufacturer datasheet and are included for reference. In Figure 2–3(a) we note that as the signal amplitude increases, the SNR drops at values greater than ~-30 dBFs.

2.7 Validation of Device Specifications

Device operation is validated using a 200 mV, 1 GHz sinusoid which is equivalent to the ADC full-scale range value of -16.6 dBFs. The drive level is selected based on Figure 2–3(a), which is approximately the maximum input drive level before SNR and SFDR begins to degrade. The sine wave is generated from an Agilent E4421B signal generator. The ADC32RF45 is configured using the
Figure 2–3 (a) Performance vs. Amplitude, (b) Signal-to-Noise Ratio vs Input Frequency, (c) Spurious-Free Dynamic Range vs Input Frequency, (d) Interleaving Spur vs Input Frequency
LMX2582 wideband RF PLL synthesizer found on the ADC module, with a 12-bit sampling resolution and sampling rate of 2.94912 GS/s. While the ADC is capable of 14-bit measurements, the 12-bit values were selected as worse case. The signal is then captured by the ADC32RF45 ADC and converted to the frequency domain for comparison. A total of 524,288 samples are used to construct a 1.474 GHz span, which produces an equivalent resolution bandwidth of 5.6 KHz. Table 2-2 provides the additional calculated performance of the ADC for the 1 GHz reference signal shown in Figure 2–4 and Figure 2–5.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR</td>
<td>55.35 dBFs</td>
</tr>
<tr>
<td>SFDR</td>
<td>77.83 dBFs</td>
</tr>
<tr>
<td>ENOB</td>
<td>8.90 bits</td>
</tr>
<tr>
<td>THD</td>
<td>79.50 dBFs</td>
</tr>
<tr>
<td>Next Spur</td>
<td>-77.83 dBFs</td>
</tr>
</tbody>
</table>

It should be noted that the value obtained was measured at ~17.5 dBFs (~180 mV) which is slightly less than the 200 mV signal under investigation. This difference is attributed to the cable losses from the signal generator to the measuring ADC. To support the previous measurement, the signal is also captured on an Agilent E4407B spectrum analyzer referenced in Figure 2–5.
Figure 2–4 Captured 1 GHz Test Reference

Figure 2–5 1 GHz Test Reference on Spectrum Analyzer
Comparing the results of the ADC to the spectrum analyzer reveals that the 1 GHz signal amplitude is -1.773 dBm, which is equivalent to 182 mV in a 50 Ohm system. Clearly the measurements obtained are equivalent.

2.8 Conclusion

The Texas Instruments ADC32RF45 exhibits excellent performance characteristics including analog bandwidth, sampling rate, SNR, and meets or exceeds the needs for the intended radar system.
CHAPTER 3:
ULTRA-WIDEBAND ANTENNAS

3.1 Introduction

Antenna selection is vital in the design and performance of UWB systems. The bandwidth, gain, polarization, radiation pattern, nondispersive group delay, system portability and regulatory constraints are all important parameters to consider [25] [26].

Table 3-1 shows frequencies commonly used for ultra-wideband imaging radar antennas in the range of 10 MHz to 10 GHz.

<table>
<thead>
<tr>
<th>Frequency Range (GHz)</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01-2</td>
<td>Archeology and architecture</td>
</tr>
<tr>
<td>0.5-3</td>
<td>Military</td>
</tr>
<tr>
<td>1-10</td>
<td>Medical</td>
</tr>
</tbody>
</table>

3.2 Ultra-Wideband Antenna Structures

UWB Antennas are classified into six major groups: helical, frequency-independent, log periodic, horns, those derived from resonant antennas and arrays. Most can be designed as either 3D or planar structures [27]. As will be shown in Section 3.4, the antenna selected for use in the radar system is from the frequency independent group.
3.2.1 Basic Structures

The following, while not exhaustive, are widely used antenna structures for UWB applications.

Figure 3–1 shows examples of dipole antennas: a fat dipole; b bow-tie; c and d planar rectangular dipoles; e diamond dipole; f elliptical dipole; g and h biconical antennas with equal and unequal cone angles.

Figure 3–2 shows examples of bow-tie antennas: a basic bow-tie; b rounded bow-tie; c bow-tie with resistive loading at the far end; d bow-tie with sections coupled through resistances.

Figure 3–3 shows examples of end-fire tapered slot antennas: a linearly tapered slot antenna; b exponentially tapered slot antenna, also called Vivaldi.

Figure 3–4 shows examples of three dimensional structures: a conventional horn; b TEM horn.

Figure 3–5 shows examples of spiral antennas: a self-complimentary 2-arms Archimedean spiral; b self-complimentary 4-arm Archimedean spiral; c equiangular or logarithmic spiral.

3.3 Frequency-independent Antennas

Frequency-independent antennas are based on Rumsey’s Principle [28], according to which, an antenna whose geometry is solely defined by angles is frequency independent: the geometry is maintained at different scales which are determined by the operating wavelength. Thus, for increased frequency the geometry decreases and for decreased frequency the geometry increases for the antenna design.
Figure 3–1 Example of Dipole Antennas

Figure 3–2 Example of Bow-Tie Antennas

Figure 3–3 Examples of Slot Antennas

Figure 3–4 Examples of Horn Antennas

Figure 3–5 Examples of Spiral Antennas
A self-scaling antenna structure satisfies the following requirements [28]:

- The antenna contains its own scale model parts—continuous or discrete—that can be scaled to an infinitesimal size.
- The antenna radiates most of the power in a finite active region so that it can be terminated with minimal effect.
- Fed from the high-frequency end, the antenna must be a transmission line to carry power to the low-frequency end.
- The dimensions of the active region must scale with wavelength.
- The antenna must not radiate in the direction of expanding structure.
- The parts must have significant direct coupling outside the transmission-line feeder.

Some additional properties of antennas that follow the construction guidelines above, also express the following performance characteristics [29]:

- Have broadband frequency operation due to the frequency independent nature of their design.
- Archimedean spiral antennas usually have two uniform-width and length arms that can be fed symmetrically or coaxially.
- Radiates circularly polarized waves.
- Have medium directivity.
- Have low front-to-back ratio.
- Create bidirectional radiation in which back radiation is usually suppressed by cavity-backed mounting.
• Theoretically infinitely sized structures that when truncated for practical fabrication, become frequency limited, especially at the low frequency end of the antenna bandwidth.

• Long pulse dispersion (ringing); which makes them unsuitable for impulse-radiating systems with time-domain processing.

3.4 Antenna Selection

A log spiral antenna was selected for the UWB antenna for the impulse radar. The following points were considered in the selection process.

3.4.1 Center Frequency

When imaging radar signals propagate through non-homogeneous material, the medium attenuates higher frequencies more than lower frequencies. This is particularly true for material with high water concentrations. As a result, antennas designed for deep penetration are physically larger (lower frequency) than those used for high-resolution systems [30]. In the case of a GPR impulse radar system, a compromise between the resolution and penetration depth must be made.

A simple guide for determining signal penetration depth is to use the following formula:

\[ Log_e f = -0.95Log_e z + 6.95 \] [31],

where \( f \) is the operating frequency in MHz and \( z \) is the required depth of investigation in meters. By selecting the desired penetration to be 1 meter, and using equation 3.1 above, the operating frequency of the proposed cavity-backed antenna is calculated to be 1 GHz.
3.4.2 Structure

When selecting a radar imaging system antenna, mechanical considerations must be made concerning design complexity, size, and ruggedness. Table 3-2 shows a comparison of these features. The spiral antenna is clearly the superior mechanical choice.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Geometry</th>
<th>General Size</th>
<th>Complexity</th>
<th>Rugged</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cone</td>
<td>3D + Ground</td>
<td>Large</td>
<td>Medium</td>
<td>No</td>
</tr>
<tr>
<td>Disc</td>
<td>Planar</td>
<td>Small</td>
<td>Low</td>
<td>Yes</td>
</tr>
<tr>
<td>Bow-Tie</td>
<td>Wire</td>
<td>Medium</td>
<td>Medium</td>
<td>No</td>
</tr>
<tr>
<td>Vivaldi</td>
<td>Planar</td>
<td>Medium</td>
<td>Medium</td>
<td>Yes</td>
</tr>
<tr>
<td>Double Ridged Horn</td>
<td>3D</td>
<td>Large</td>
<td>High</td>
<td>No</td>
</tr>
<tr>
<td>Spiral</td>
<td>Planar</td>
<td>Small</td>
<td>Low</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Continuing with the refinement of a suitable antenna selection are the radiation properties, which include the pattern, polarization, directionality and gain. Table 3-3 provides a summary for these characteristics.

In imaging and detection applications, circularly polarized antennas are preferred for many reasons. Linearly polarized antennas are dependent upon the relative orientation between the antenna and target for the magnitude of the returned signal. Moreover, if the transmitting and receiving signals are perpendicular (cross polarized) to each other, there will be a severe reduction in power coupling between the two linearly polarized antennas. This reduction in
Table 3-3 Radiation Properties [29]

<table>
<thead>
<tr>
<th>Structure</th>
<th>Radiation</th>
<th>Polarization</th>
<th>Gain (dBi at GHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>Cone</td>
<td>Omni</td>
<td>Linear</td>
<td>1.6</td>
</tr>
<tr>
<td>Disc</td>
<td>Omni</td>
<td>Linear</td>
<td>1.4</td>
</tr>
<tr>
<td>Bow-Tie</td>
<td>Bi-Direct</td>
<td>Linear</td>
<td>3.8</td>
</tr>
<tr>
<td>Vivaldi</td>
<td>Direct</td>
<td>Linear</td>
<td>3.0</td>
</tr>
<tr>
<td>Double Ridged Horn</td>
<td>Direct</td>
<td>Linear</td>
<td>6.6</td>
</tr>
<tr>
<td>Spiral</td>
<td>Bi-Direct</td>
<td>Circular</td>
<td>1.7</td>
</tr>
</tbody>
</table>

Power will degrade the system efficiency and performance [32]. Thus, the receiver would not detect the reflected target signal. Circular polarization, however, does not suffer from this inconvenience. Compounding this issue is the situation when the antenna is not located at or in the same propagation environment as the target. In this case, since the permittivity of an arbitrary medium is often greater than air, the polarization sense of a reflected wave from the surface at the discontinuous boundary will be of the opposite polarization of the incident wave. Therefore, the circularly polarized antenna does not receive the reflected wave from the boundary interface and the only detectable signal is the reflected signal from the target beyond the surface interface. For these reasons, a circularly polarized antenna is desirable [33].

With directionality and polarization in mind, the best choices are narrowed to the Vivaldi, DRH and Spiral antennas. This leaves the gain as the deciding factor. However, as will be explained in the next section, the gain of the spiral can be
improved through the technique described to levels comparable to those of the DRH or Vivaldi while creating a unidirectional antenna pattern.

Based on this information and the intended use is a GPR system, the spiral antenna is the best choice for polarization and directionality.

3.4.3 Technique for Improving Directionality and Gain of a Spiral Antenna

Inherent in the spiral antenna design is the bidirectionality of the antenna radiation. By adding a reflecting cavity to the back of the antenna at one quarter wavelength from the center frequency of the antenna, a unidirectional radiation pattern is obtained. It should be noted that wideband cavity-backed antennas use either an absorber, in addition to the cavity, to avoid destructive interference between the reflected and forward waves [34], or an absorber ring at the outer perimeter of the cavity. For this work, a cavity without absorbing material is employed to reflect the backward radiation in-phase and constructively add to the forward radiated energy, which increases gain and addresses directionality. The antenna center frequency of 1 GHz was selected for this effect [33].

Of further note, to mitigate coupling from the radiating arms to the antenna feed in the cavity, a shielding tube was added to the outside of the balun.

3.4.4 Return Loss

Figure 3–6 and Figure 3–7 show the general return loss for the UWB antennas structures under consideration.

For the selection of a broadband antenna, it should be noted that all the antennas shown have good return loss at the 1 GHz center frequency of the
Figure 3–6 Return Loss for Spiral, DRH, Vivaldi

Figure 3–7 Return Loss for Cone, Bow-Tie and Disc Antennas
intended design. It is only when we approach the lower frequency range that this becomes an issue. The spiral can safely be used at 750 MHz and have better than 10 dB return loss and as such, is selected as the lower frequency cut off for the antenna. With the center of operation already determined to be 1 GHz, the overall bandwidth should be 500 MHz.

3.4.5 Dispersion

Like the previous section, this section provides two figures to show the characteristic dispersion created from the potential antennas.

The graphs of Figure 3–8 and Figure 3–9 show that the spiral antenna has dispersion and that it is not suitable for a time domain radar. The intended method for the radar system, however, is a frequency domain technique, making this a non-critical point.

Figure 3–8 Spiral, DRH and Vivaldi Dispersion
3.4.6 Bandwidth

The last parameter to be considered is the bandwidth of the antenna. It will be shown in the next chapter that greater bandwidth provides better range resolution, so with all other factors considered, should be as large as possible. Thus, wideband antennas are needed, and ultra-wideband antennas are preferred.

3.5 Spiral Radiator Design

The spiral antenna is a self-complementary radiator [35] that when Mushiake’s work is applied, yields an input impedance close to the theoretical value of 188 Ω. A two-arm log-spiral that acts as a balanced antenna, is designed using the formulas of (3.8).

\[ R_i = n_i e^{\alpha \phi}, \quad R_o = n_i e^{\alpha (\phi - \phi_0)} \]  

(3.8)
where $R_i$ and $R_o$ are the inner and outer spirals radii; $r_{in}$ and $r_{in}e^{-\alpha\phi_0}$ are the initial inner and outer radii; $\alpha$ is the growth rate; $\phi_0$ is the opening angle; and $\phi$ is the angular position. In [36], acceptable radiation patterns could be achieved with less than 1.5 turns of the spiral [33].

CST Microwave Studio is used to simulate the propagation and radiation characteristics of the antenna, including circular polarization, input impedance, and the radiation patterns. The following are the spiral construction variables used for the design: $\alpha = 0.22 \text{ rad}^{-1}, \phi_0 = 90^\circ, r_{in} = 22 \text{ mm}$. The width and spacing between the arms are equal, and the antenna is a self-complementary spiral; meaning its characteristics are frequency-independent [36] [37]. Figure 3–10 shows the designed antenna with two equal arms and 1.7 turns. The arms are tapered at the end of the spirals, to improve matching with free space and a metal ring is added at the outer edge to widen the bandwidth.

![Figure 3–10 Spiral Antenna](image-url)
As an additional improvement to bandwidth, a thick substrate with low permittivity is used to provide wider bandwidth and higher efficiency. Such gains come at the expense of greater size and are part of the trade-offs between size, simplicity, effectiveness and cost. The log-spiral antenna is designed on 10 mm foam substrate with $\varepsilon_r$ of 1.03.

When the antenna is fed from its center, current radiates outward from the feed point to the outer edge of the arms. Its current density gradually decreases as this happens. Average current density at 1 GHz center frequency is shown in Figure 3–11, which illustrates bore axis symmetry and high current density distributed along the edges of the spiral arms.

Figure 3–11 Spiral Antenna Current Density

Figure 3–12 shows the input impedance as a function of frequency for the antenna. A value of $\sim 195 \, \Omega$ is obtained from simulation of the spiral antenna.
3.6 Balun design

The balanced arms of the antenna structure require an impedance transformer/balun. A wideband balun is used to transition from the feed line microstrip to a parallel stripline at the center of the spiral antenna.

A quarter-wavelength impedance transformer is fabricated in which the impedance varies between the two boundary conditions of 50 Ω and 195 Ω. The balun/transformer, shown in Figure 3–13, has an exponentially tapered ground plane with a linearly tapered impedance transformer on top. The balun geometry is optimized for maximum bandwidth and minimum insertion loss. It is fabricated on FR4 substrate with the following specifications: 121 mm x 40 mm x 1.575 mm, \( \varepsilon_r = 4.3 \), and \( \tan \delta = 0.027 \). The balun is matched to a fixed 195 Ω resistive load for optimization. The results shown in Figure 3–14, indicate 10 dB or better return loss over the design bandwidth of 0.75 to 1.25 GHz.
Figure 3–13 Ultra-Wideband Balun Design

Figure 3–14 Antenna Return Loss
3.7 Logarithmic Spiral Antenna with Wideband Balun

As previously mentioned, impulse radar range and imaging systems require a radiation pattern from a single direction. A cavity is added to produce this desired effect on the spiral antenna. To increase gain and to prevent degradation of the antenna radiation performance, absorber material was not used. For the cavity to be effective, however, it must be equal to $\lambda/4$ in depth at the desired frequency to achieve constructive interference between the reflected backward and forward beams [38]. A diagram showing the cavity-backed spiral antenna and balun is shown in Figure 3–15. The 75 mm height of the cavity equals $\lambda/4$ at the bandwidth center frequency of 1 GHz. This value was obtained by recognizing that for constructive interference to occur, the wave must include a $180^\circ$ phase shift through propagation, with another $180^\circ$ phase shift from the cavity reflection. At 1 GHz the $\frac{1}{4}$ wavelength is 0.075 m.
3.8 Numerical and Experimental Results

The log-spiral antenna is manufactured on a foam substrate of 163.25 mm × 163.25 mm × 10 mm thickness with a permittivity ($\varepsilon_r$) of 1.03. Figure 3–16 illustrates the fabricated cavity-backed antenna and balun. A PVC tube is covered with copper foil and inserted into the cavity to improve overall performance by reducing coupled back radiation to the balun. Also, a 3-D printed plastic insert is added to facilitate a more robust method for mechanically holding the balun in place and joining the balun and the spiral antenna elements at the feed. The balun is fabricated on FR4 substrate and flexible wire extensions are used to connect to the antenna feed. The extensions improve the design as the original method of soldering the two rigid components together break often and easily. The antenna elements and back cavity are fabricated from aluminum. The antenna elements are 6.35 mm thick and the back cavity is 1 mm.

Figure 3–16 Front and Back of Fabricated Antenna
3.9 Frequency Domain Characteristics

An Agilent E8363B network analyzer is used to measure the reflection coefficients of the antenna. The simulation and measurement results are shown in Figure 3–17. The measured return loss impedance bandwidth is observed from 0.75 to 1.25 GHz to be greater than 10 dB (VSWR 1:2).

![Figure 3–17 Measured and Simulated Antenna Reflection Coefficients](image)

The measured and simulated radiation pattern results are illustrated in Figure 3–18. The radiation patterns and front to back ratio (~20 dB) are similar over the bandwidth. Furthermore, the maximum gain is compared in Figure 3–19, which ranges from 6 to 6.75 dBi over the band. Axial ratio is commonly used to determine circular polarization performance and should be less than 6 dB [39]. The axial ratio in Figure 3–20 shows an axial ratio in the boresight direction that is less than 4 dB within most of the band.
Figure 3–18 Selected Frequency Antenna Radiation Patterns
Figure 3–19 RHCP Gain vs Frequency Along Boresight (Theta = 0)

Figure 3–20 Antenna Axial Ratio
3.10 Transient characteristics evaluation

UWB Signal dispersion significantly affects time domain performance of transmitted pulses as it distorts the pulse and reduces the radar resolution [40]. Spiral antennas are, in general, dispersive antennas [41]. To evaluate the antenna, the dispersion characteristic is measured with a Gaussian pulse. The time domain pulses are shown in Figure 3–21 and Figure 3–22, which show antenna dispersion. The dispersion is caused by variations of the phase center location which is found in most spiral antenna structures.

Because impulse radar antennas require linear phase characteristics, it is a non-trivial task to avoid transmitted pulse distortion and reduced resolution [42] [43]. Nondispersive antennas should have constant group delay over the bandwidth. As shown in Figure 3–23, the group delay of the designed spiral antenna demonstrates a maximum variation of 11 ns within 0.5:1 bandwidth.

3.11 Conclusion

A logarithmic cavity-backed spiral antenna and wideband balun are presented for an ultra-wideband impulse radar. The antenna covers the frequency range from 0.75 to 1.25 GHz with better than 10 dB return loss (BW = 0.5:1). The bandwidth allows for penetration depth of 1 meter and provides moderate resolution of ~0.1 meter. In addition, the antenna has a low axial ratio (less than 4 dB for most of the band), wide bandwidth (> 500 MHz), and high gain (> 6 dBi) which are well suited characteristics for an imaging impulse radar.
Figure 3-21 Time Domain, Transmitted Impulse

Figure 3-22 Time Domain, Received Pulse
Figure 3–23 Group Delay
CHAPTER 4: 
RADAR SYSTEMS 

4.1 Introduction 

Subsurface detection radar systems have several design parameters that are in direct opposition. Therefore, the design must be approached with care. 

Looking at the state of the art in GPR systems provides some historical insights into the choices that have been made in prior works. Table 4-1 provides the details of several GPR systems.

<table>
<thead>
<tr>
<th>Radar Type</th>
<th>Frequency Range</th>
<th>Mono / Bistatic / Array</th>
<th>Antenna Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impulse [44]</td>
<td>1.2 GHz – 3.5 GHz</td>
<td>Monostatic</td>
<td>Double Ridge Horn</td>
</tr>
<tr>
<td>Short Pulse [45]</td>
<td>100 MHz – 1.3 GHz</td>
<td>Array (2x2)</td>
<td>TEM Horn</td>
</tr>
<tr>
<td>SFCW [46]</td>
<td>1 GHz – 2 GHz</td>
<td>Monostatic</td>
<td>Double Ridge Horn</td>
</tr>
<tr>
<td>SFCW + CS [47]</td>
<td>300 MHz – 3 GHz</td>
<td>Bistatic</td>
<td>Bow-Tie</td>
</tr>
<tr>
<td>Impulse [48]</td>
<td>600 MHz – 6 GHz</td>
<td>Bistatic</td>
<td>TEM Horn</td>
</tr>
<tr>
<td>SFCW [49]</td>
<td>8 GHZ – 12 GHz</td>
<td>Bistatic</td>
<td>Double Ridge Horn</td>
</tr>
<tr>
<td>Impulse - This work</td>
<td>750 MHz – 1.25 GHz</td>
<td>Bistatic</td>
<td>Spiral</td>
</tr>
</tbody>
</table>

The general factors that affect GPR performance include the frequency, bandwidth and pulse repetition frequency (PRF). Higher frequency radar systems have finer cross range resolution that scales with inverse proportionality to
frequency. However, as can be seen in Table 4-2, as frequency increases, so too does the attenuation of the signal. Bandwidth is also of extreme importance as it is inversely proportional to range resolution and PRT determines the maximum unambiguous range of the system.

Table 4-2 Material Loss at 0.1 and 1 GHz [50]

<table>
<thead>
<tr>
<th>Material</th>
<th>Loss at 100 MHz (dB/m)</th>
<th>Loss at 1 GHz (dB/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clay (moist)</td>
<td>5-300</td>
<td>50-3000</td>
</tr>
<tr>
<td>Loamy soil (moist)</td>
<td>1-60</td>
<td>10-600</td>
</tr>
<tr>
<td>Sand (dry)</td>
<td>0.01-2</td>
<td>0.1-20</td>
</tr>
<tr>
<td>Ice</td>
<td>0.1-5</td>
<td>1-50</td>
</tr>
<tr>
<td>Fresh Water</td>
<td>0.1</td>
<td>1</td>
</tr>
<tr>
<td>Sea Water</td>
<td>100</td>
<td>1000</td>
</tr>
<tr>
<td>Concrete (dry)</td>
<td>0.5-2.5</td>
<td>5-25</td>
</tr>
<tr>
<td>Brick</td>
<td>0.3-2</td>
<td>3-20</td>
</tr>
</tbody>
</table>

Most GPR designs are based on either time or frequency-domain signal processing techniques which dictate the transmitted type of signal used to illuminate the targets of interest. In general, for the time domain systems, there is either amplitude modulated (AM) or continuous wave (CW) systems and for the frequency domain options there are impulse radars (IR), stepped frequency continuous wave (SFCW), and frequency modulated continuous wave (FMCW) radars.
Continuous wave (CW) radars are band-limited signals and continuously transmit and receive sine waves. In this configuration, it is possible to detect buried targets, but it is not possible to resolve range information since the signals do not change. In addition, a common problem for CW is the strong backscattered signal from the air-ground interface. This undesired signal can overshadow the reflections from actual targets, especially those with low radar cross section, and limit the dynamic range of the receiver, which could be saturated and blocked.

With amplitude modulation, or pulsed radar, it is possible to acquire range data, however, this type of system lacks control of the power spectral density and in turn the resolution of the assessment.

An alternative to the time domain, single frequency approach is to add more transmitted frequency waveforms. This configuration is called FMCW. Instead of using transmitted and received times of pulses, FMCW uses the difference in frequency. This type of GPR system, however, suffers from interference issues.

Yet another frequency domain solution is to modify the CW or AM (pulsed) design by transmitting a frequency of tones or pulses which are then shifted in a given interval or steps across a defined bandwidth. In this way, the signal spectrum is finite and not continuous. This technique is called SFCW. The frequency step avoids phase ambiguity by measuring the phase difference between returned signals at each frequency. However, this method also suffers from interference susceptibility issues.

This clearly leaves the impulse radar system as the desired choice for the GPR. As mentioned above, the advantages and disadvantages of different waveforms
for GPR are also dependent upon operational requirements. One of the challenges when using impulse waveforms is that of producing a pulse short enough to achieve the desired bandwidth with suitably fast rise and fall times.

4.2 Pulse Radar Principles of Range and Resolution

Pulsed radars use a train of pulsed waveforms (mainly with modulation). In this category, radar systems can be classified based on the Pulse Repetition Frequency (PRF), as low PRF, medium PRF, and high PRF radars. Low PRF radars are primarily used for ranging where target velocity (Doppler shift) is not of interest. High PRF radars are mainly used to measure target velocity. Continuous wave as well as pulsed radars can measure both target range and radial velocity by utilizing different modulation schemes.

4.2.1 Range

A synchronous impulse radar uses a reference timing source, which is used throughout the system. Signals are generated on the timing sources clock edge and sent to the transmitting antenna. In similar fashion, the receiver amplifies the radar returned signals and prepares them for signal processing by the ADC. Target information is extracted by signal processing. The range, \( R \), to the target is determined by the time delay, \( t \); taken by the pulse to travel the two-way path between the target and the radar. Since the pulse, which is an electromagnetic wave, travels at the speed of light, \( c = 3 \times 10^8 \text{ m/s} \), then

\[
R = \frac{c \Delta t}{2} \tag{4.1}
\]
where the range, \( R \), is in meters and \( \Delta t \) is in seconds. The factor of \( \frac{1}{2} \) is used to account for the two-way time distance. For the impulse radar developed, this calculation was performed in MATLAB on a PC.

A pulsed radar often will transmit a pulse train or burst of pulses, as shown by Figure 4–1. The Inter Pulse Period (IPP) or Pulse Repetition Interval (PRI) is associated by \( T \), and pulse width by \( \tau \). The inverse of the PRI is the Pulse Repetition Frequency (PRF), which is denoted by \( f_r \).

\[
f_r = \frac{1}{PRI} = \frac{1}{T} \tag{4.2}
\]

Each PRI radiates energy for only \( \tau \) seconds. The rest of the PRI is dedicated to listening for the returns from the target. The transmitting duty cycle (factor) \( d_t \) of the radar system is defined as the ratio \( d_t = \tau / T \). Thus, the average power transmitted is

\[
P_{av} = P_t \times d_t \tag{4.3}
\]

where \( P_t \) is the peak transmitted power. The pulse energy, \( E_p \), is
\[ E_p = P_t \tau = P_{av} T = P_{av}/f_r. \]  \quad (4.4)

\( R_u \), the unambiguous range, is the distance traversed by the two-way time delay, \( T \), of the signal. Figure 4–2 shows the return signal, Echo 1, from a target that is a distance \( R_1 = ct/2 \) away from the transmitter. Echo 2 is either the return from the same target due to pulse 2, or a return from a further target at range \( R_2 \) due to pulse 1. In this case,

\[
R_u = \frac{ct}{2} \quad \text{or} \quad R_2 = \frac{c(T + t)}{2} \quad (4.5)
\]

This clearly illustrates range ambiguity associated with echo 2. This forces the requirement that a radar must wait for a period of time so that returns from targets at maximum range are received before the next pulse can be emitted. Accordingly, the maximum unambiguous range correspond to half of the PRI,
\[ R_u = \frac{cT}{2} = \frac{c}{2f_r} \quad (4.6) \]

### 4.2.2 Range Resolution

\( \Delta R \) denotes range resolution, a radar metric that describes the ability to distinctly resolve targets that are near each other. Design limitations force radar systems to operate between a minimum and maximum range denoted by \( R_{\min} \) and \( R_{\max} \). When the distance between these two distances is divided into \( M \) range bins, of width \( \Delta R \) we arrive at the following equation.

\[
M = \frac{R_{\max} - R_{\min}}{\Delta R}
\quad (4.7)
\]

\[ \Delta R = \frac{c\tau}{2} = \frac{c}{2BW} \quad (4.8) \]

Where \( c \) is the speed of light, and \( BW \) is the radar bandwidth.

A target separated from another object of interest by at least \( \Delta R \) can be completely resolved in range. Alternatively, a target within the same range bin that is unresolvable can still be identified in the cross range (azimuth) by using signal processing techniques.

In general, \( \Delta R \) should be as small as possible to improve the radar performance. As suggested by Eq. (4.8), to achieve fine range resolution, one must minimize the pulse width which increases operating bandwidth and also reduces the average transmitted power.

### 4.3 UWB System Design

An ultra-wideband system is built using the key components of the RF direct sampling ADC and an UWB antenna discussed in Chapters 2 and 3. The system
developed is a direct sampled, ultra-wideband impulse radar. See Figure 4–3 for the system block diagram.

The system uses the Tektronix AFG3102 signal generator to excite the pulse generation circuit. The pulse generated is ~200 ps and 800 mVp. The pulse circuit was developed by [52]. The schematic can be seen in Figure 4–4 and the output pulse can be seen in Figure 3–21. This signal is then amplified by the ZX60 broadband amplifier. The ZX60 is technically classified as an LNA, but the device was more than adequate for the output gain, given regulatory restrictions. It also ensures symmetrical performance between the Tx/Rx path. After the amplifier, the TX pulse passes though the transmitting antenna.
One the RX side, a similar ZX60 amplifier is used to boost the incoming signal, which is then split using the Krytar quadrature hybrid. The signals then pass through anti-aliasing filters and are sampled by the ADC32RF45 RF ADCs. The raw magnitudes are stored and transferred to a PC using the Texas Instruments High Speed Data Convertor Pro software. Finally, post processing is accomplished using a custom MATLAB script, which scales, filters, performs the frequency domain conversion and displays the results. See Figure 4–5 for a picture of the complete system.

4.4 Detailed System Operation

The overall system is a synchronous impulse radar. System synchronization is realized by a 10 MHz reference oscillator from the Tektronix AFG3102 and associating this reference with the LMK_CLKIN port (J1) of the ADC. This ensures that when a trigger even occurs that the data is coherent. Next, the trigger out port of the TSW14J56 Data Acquisition Card (DAC), TRIG_OUT_A (J7), is paired with the trigger-in port of the AFG3102. In a like manor, the trigger-out port of the AFG3102 is referenced to the TRIG_IN (J13) on the TSW14J56. The HSDCPro software is then used to invoke a capture sequence. The output trigger from the
TSW14J56 causes the AFG3102 to trigger and create the pulse train that is used as the input to create the narrow band pulses. This, in turn, causes the AFG3102 to send an output trigger back to the TSW14J56 to begin a capture sequence. At this point, the data is pulled from the DAC by the HSDCPro software for analysis or exported from the module as a .csv file with magnitude expressed as ADC bits in signed format. For the range profile, the later format was used, and the file was processed by a custom MATLAB script.

Since the user sets the sampling rate and the number of bins (samples) that are obtained, (up to a maximum of 1,073,741,824 samples per channel) a calibration test can be run to factor out the system group delay for accurate ranging measurements. See Figure 4–6 for the configuration GUI. This was done experimentally, and the calibration factor was used for the high-resolution range profile testing. For this system configuration, the delay was 440.8 ns.
The amplifier blocks, Mini-Circuits ZX60-2534MA+, are selected based on the noise figure, gain and frequency range, which are 2.6 dB, ~37.5 dB and 0.5-2.5 GHz respectively. Two matched amplifiers are used to create a symmetrical Tx/Rx path.

The Krytar 90° Hybrid Coupler is used to create the phase shift needed for the I and Q signals. The operating frequency range for the device is 0.5-7.0 GHz with only a 0.4 dB amplitude imbalance and 5° phase imbalance over the entire band. It is found through measurement that the values over the 0.75-1.25GHz range are less than 0.5 dB and 1°.

The antialiasing filters, Mini-Circuits VLF-1200, are applied to both ADC inputs. These devices have a passband of DC-1.2 GHz (less than 1 dB of insertion loss)
and a stopband of 1.865-6.2 GHz with 20 dB (minimum) loss. These devices are critical for preventing aliased data from contaminating the received signals. Particularly since the testing environment is not in a EMC chamber and a great deal of unwanted spectral content above the Nyquist range of the ADC is present.

The pulse generator circuit is adopted from previous work from the University of Tennessee. See Figure 4–7. It creates a sub-nanosecond 1 V mono-pulse from a 5 Vpp 10 MHz sine wave from the AFG3102.

**Figure 4–7 Pulse Generator Circuit**

### 4.5 Design Validation

To validate the performance, a high-resolution range profile (HRRP) experiment is conducted, and the results compared to a previously development equivalent time sampled (ETS) impulse radar system.

The ETS system and data used as a reference were originally published in [53]. The test setup is shown in Figure 4–8.
For the new test configuration, the previous test setup is recreated as much as possible. However, the following variations should be noted. The distance separating the antennas is increased from 0.3 m to 0.35 m as the physical dimensions of the spiral antennas prevented closer proximity. Also, the antennas used are circularly polarized as opposed to the linearly polarized double ridge horn antennas that were used in the referenced work. In addition, the test measurements were conducted outside of an anechoic chamber as the frequency range of the system is below the cut-off of the available chamber. Figure 4–9 provides a photo depicting the new test setup. While no vertical distances were specified in the reference work, the center of the antennas and the target reflector were used.

The ETS HRRP obtained from [53] can be seen in Figure 4–10.
Figure 4–9 HRRP Test Setup for RFDS radar

Figure 4–10 Normalized HRRP Results from ETS impulse radar
When we view and contrast this graph to the new system HRRP, as shown in Figure 4–11, additional details of the system performance can be seen.

By comparison between the ETS system and the direct sampling one, it can be seen that the range profiles produce very similar results. Of primary note, the two systems show a strong return at 1.36 m. The graph found in Figure 4–11 is constructed by using a single data capture of 4096 elements (bins) with a sampling rate of 2.94912 GHz which produces a view of ~1.4 μs. The pulse repetition rate (PRT) is 9.8304 MHz. For the creation of the HRRP, a 5-pulse pulse-train was used. The combination of PRT and sampling rate creates a 300 bin / pulse resolution. Figure 4–12, Figure 4–13 and Figure 4–14 show the I, Q and normalized time domain equivalent for the pulse signal, respectively.

![Figure 4–11 Normalized HRRP from RF DS Impulse Radar Depicting Target Features. (1) Horizontal Vertexes, (2) Vertical Vertex, (3) Leading Edge, (4) Middle Pedestal, (5) Lower Pedestal](image)
Figure 4–12 HRRP Discrete Time Domain Single Pulse (Frame), I Signal

Figure 4–13 HRRP Discrete Time Domain Single Pulse (Frame), Q Signal
4.6 Conclusion

As provided from [54], Table 4-3 and Table 4-4 compare and contrast the overall specification of the two systems. It is evident from these tables that the two systems are similar. However, the direct sampled impulse radar as fabricated and tested shows higher resolution with less system hardware complexity than the ETS system. In addition, the post processing requirements and amount of data are significantly less. Finally, we are also capable of making measurements in near real-time with dynamic scenes (situations in which the target is moving) with the impulse radar system, which is impossible with the techniques used for the ETS system.

Figure 4–14 Normalized Time Domain Scene
### Table 4-3 Isolation Requirements between Tx and Rx for ETS and RF DS Systems

<table>
<thead>
<tr>
<th>Parameters</th>
<th>ETS Values</th>
<th>RF DS Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmitter Total Power (dBm)</td>
<td>25</td>
<td>18</td>
</tr>
<tr>
<td>Rx 1dB Compression Point (dBm)</td>
<td>0</td>
<td>18</td>
</tr>
<tr>
<td>Required Tx-Rx Isolation (dB)</td>
<td>25</td>
<td>36</td>
</tr>
</tbody>
</table>

### Table 4-4 Dynamic Range Analysis of the ETS and RF DS radar

<table>
<thead>
<tr>
<th>Parameter</th>
<th>ETS Value</th>
<th>RF DS Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rx Thermal Noise Floor (dBm/Hz)</td>
<td>-174</td>
<td>-174</td>
</tr>
<tr>
<td>Receiver Bandwidth (GHz)</td>
<td>3</td>
<td>3.2</td>
</tr>
<tr>
<td>Receiver Thermal Noise Floor (dBm)</td>
<td>-79</td>
<td>-79</td>
</tr>
<tr>
<td>Receiver Noise Figure (dB)</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>Receiver Noise Floor (dBm)</td>
<td>-71</td>
<td>--76</td>
</tr>
<tr>
<td>Required SNR (dB)</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Receiver Sensitivity (dBm)</td>
<td>-65</td>
<td>--70</td>
</tr>
<tr>
<td>Rx 1dB Compression Point (dBm)</td>
<td>0</td>
<td>18</td>
</tr>
<tr>
<td>Receiver Dynamic Range (dB)</td>
<td>65</td>
<td>88</td>
</tr>
</tbody>
</table>
CHAPTER 5:
CONCLUSION AND FUTURE WORK

5.1 Introduction
In this chapter the conclusion of the direct sampled impulse radar will be discussed, and future work will be explored.

5.2 Conclusions
The goal of this thesis project is to create an ultra-wideband direct sampling radar system that is suitable for impulse radar applications and detection of subsurface objects. The system has true ultra-wideband capabilities from 750-1250 MHz with excellent overall system characteristics that include match, gain, SNR and range resolution. In addition, the antennas, while physically large to accommodate the lower frequency range, are quite robust and capable of being used without fear of damage.

5.3 Future Work
During the development of the current system, there were many revelations concerning the system capabilities as well as restrictions and limitations. After exploring the regulatory restrictions for instance, it became obvious that additional work and cooperation will need to take place with the FCC to realize higher power/penetration systems. Spatial resolution is another area of potential improvement. The systems frequency and bandwidth could be increased by using antennas with higher center frequency and wider bandwidth or a more ambitious approach would be changing to a direct conversion system that would allow a shift
to a higher frequency range to optimize the bandwidth and increase cross-range resolution, minimize regulatory restrictions and spectral congestion.

Finally, many of the data processing elements that have been delegated to an external PC and MATLAB application could be handled by the Intel FPGA on the TSW14J56 that is part of the ADC/DAC development boards. By including the FFT and other signal processing tasks in the FPGA, near real time analysis and imaging could be achieved.
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