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ABSTRACT

This study was conducted to understand effects of some of key factors (i.e., anode surface properties, formation cycling conditions, and electrolyte conditions) on solid electrolyte interphase (SEI) formation in lithium ion batteries (LIBs) and the battery cycle life. The SEI layer passivates electrode surfaces and prevents electron transfer and electrolyte diffusion through it while allowing lithium ion diffusion, which is essential for stable reversible capacities. It also influences initial capacity loss, self-discharge, cycle life, rate capability and safety. Thus, SEI layer formation and electrochemical stability are primary topics in LIB development. This research involves experiments and discussions on key factors (graphite surface properties, electrolyte volume, and formation cycle) affecting SEI formation. For the graphite anode surface property study, ultraviolet (UV) light was applied to battery electrodes for the first time to improve the SEI and cycle life. UV treatment for 40 minutes resulted in the highest capacity retention and the lowest resistance after the cycle life testing. Anode analysis showed changes in surface chemistry and wetting after the UV treatment. It also showed increases in solvent products and decreases in salt products on the SEI surface when UV-treated anodes were used. XPS analysis showed that UV light decomposed polyvinylidene fluoride (binder) but helped to increase the oxygen level on graphite, which, resulted in a thin SEI layer, low resistance, and eventually high capacity retention. For the formation cycling condition study, a fast SEI formation protocol was proposed. The protocol involved more (shallow) charge-discharge cycles between 3.9 V and 4.2 V and fewer (full depth of discharge) cycles below 3.9 V. It improved SEI and capacity retention and shortened formation time by 6 times or more without compromising cell performance. To understand effects of electrolyte conditions, electrolyte volumes were controlled in full cells. A minimum electrolyte volume factor of 1.9 or 3 times the total pore volume of cell components (cathode, anode, and separator) was needed for long-term cyclability and low impedance of cells consisting of graphite anode or 15 weight percent Si-graphite anode, respectively. Less electrolyte resulted in an increase of the measured Ohmic resistances.
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Figure 6.5. Resistances from HPPC at baseline (a, c) and aligned cells (b, d)
before (a, b) and after 15 cycles of C-rate tests (c, d). $R_{\text{WE-CE}}$, $R_{\text{WE-RE}}$, and
$R_{CE-RE}$ denote resistances of a cell, cathode (working electrode), and anode (count electrode), respectively.

Figure 6.6. Nyquist plots of baseline and aligned-cell EIS from anodes (a), cathodes (b), and cells (c) at 50% DOD before, data at the 3rd cycle, and after 15 cycles of the C-rate tests, data at the 19th cycle. Frequency values with brackets indicate centers of semicircles and ones without brackets are high and low frequency ranges used for EIS data fits in Figure 6.7.

Figure 6.7. Resistances from baseline (a-b) and aligned cell EIS (c-d) for cells (WE-CE) at different voltages before, data at the 3rd cycle, and after 15 cycles of the C-rate tests, data at the 19th cycle. $R_{ct}$, $R_{sf}$, and $R_{ohmic}$ denote charge transfer, surface film (SEI), and ohmic resistances, respectively. Equivalent circuit model to fit Nyquist plots is shown on top right.

Figure 6.8. Lithium solid-state diffusion coefficients of cathodes from baseline and aligned cells before, data at the 3rd cycle, and after C-rate test, data at the 19th cycle.

Figure 6.9. Cross-section geometries of baseline and aligned cells for 2D-simulations considering only electrolyte sections. All bulk areas of anode, cathode and current collectors were not included in the simulations while their edges facing the electrolyte were used for boundary conditions. Initial condition (IC) and each boundary condition (BC) are shown in Table 6.4. Scales of X- and Y-axes are different.

Figure 6.10. Contour plots of electrolyte concentrations at 2D cross-section geometries of the baseline cell at 0.1 sec. (a) and 10 sec. (b) and aligned cell at 0.1 sec. (c) and 10 sec. (c).

Figure 6.11. Resistance ratio of anode and cathode to total resistance from unsteady-state simulations and experiments near 3.8 V (Figure 6a and 6b).

Figure 7.1. TEM sample preparation for SEI analysis.

Figure 7.2. SEM images of TEM grids with graphite particles having SEI on them and EDS analysis results from a graphite particle.
INTRODUCTION

Background

Understanding the solid electrolyte interphase (SEI)

Formation cycling is a process of the first few successive and slow charge-discharge cycles of a cell after electrolyte wetting to electrodes, which forms SEI layers on the electrodes. The anode (or cathode) SEI layer is composed of precipitates from reduced (or oxidized) decomposition of solvents, salts, lithium ions, and impurities in the electrolyte due to their instability at the electrode potential operating window.\textsuperscript{1,2} Some of the unstable voltage windows and electrolyte decomposition reactions are shown in Figures 0.1 and 0.2, respectively. Reduction and oxidation potentials of common solvents and electrolytes are also listed in Table 0.1. SEI forms mostly during the first charge, but the formation continues slowly after first cycle until the SEI layer is fully developed. A proper SEI layer is expected to have negligible electrical conductivity and high electrolyte diffusion resistance while having high lithium ion selectivity and permeability.

Once it is properly formed, further decomposition reactions with Li ions, salts, and solvents are prevented since electrons cannot transfer through the layer. However, the SEI layer gradually thickens during repeated charge-discharge cycles because, in reality, the layer is not a perfect barrier for electrolyte diffusion and electron transfer, although the layer thickness growth after a few charge-discharge cycles is not as significant as the amount during the first cycle. The gradual thickening of the layer further consumes Li ions, solvents, and salts and increases cell resistance.\textsuperscript{2,3} This continuous SEI layer growth during the formation cycling process lowers cell capacity and Coulombic efficiency.

Despite the importance of understanding the formation, composition, morphology, and long-term structural and chemical evolution of the SEI layer, these properties are not yet fully understood because of analysis and measurement difficulties. In fact, the SEI layer formation mechanism is much less understood than the resultant chemical and physical properties themselves. The current understanding of the SEI formation process is briefly shown in Figure 0.3. The SEI is extremely thin, between a few tens and hundreds of angstroms, and sensitive to moisture in the air that may convert SEI components into different forms before or during the analysis.\textsuperscript{4-7} Because of the environmental sensitivity, SEI analysis requires inert and well-controlled conditions.
<table>
<thead>
<tr>
<th>Solvent/Additive/Salt</th>
<th>Reduction (oxidation) potential / V (vs. Li⁺/Li)</th>
<th>LUMO / eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC</td>
<td>0.9 on GC, 0.8 on GR</td>
<td>0.97-1.175</td>
</tr>
<tr>
<td>PC</td>
<td>1.0 on GC, 0.78 on GR</td>
<td>1.02-1.235</td>
</tr>
<tr>
<td>DMC</td>
<td>1.35 on GC</td>
<td>1.054</td>
</tr>
<tr>
<td>DEC</td>
<td>1.32 on GC</td>
<td>1.21-1.288</td>
</tr>
<tr>
<td>VC</td>
<td>1.4 on GC</td>
<td></td>
</tr>
<tr>
<td>FEC</td>
<td>1.63 (7.16) from DFT</td>
<td></td>
</tr>
<tr>
<td>1M LiPF₆/EC:DMC (2:1)</td>
<td>(5.1) on LiMn₂O₄</td>
<td></td>
</tr>
<tr>
<td>1M LiPF₆/EC:DEC(3:7)</td>
<td>(4.3) on Li-rich NMC</td>
<td></td>
</tr>
</tbody>
</table>
Figure 0.1. Voltage profiles of cathode ($\mu$C), anode ($\mu$A), and cell (VOC) from a three-electrode cell during charge and discharge, area in orange and blue colors indicates unstable voltage window.
Figure 0.2. Decomposition reactions of ethylene carbonate (EC), linear carbonate, and salt. (An et al, Carbon 105 (2016) 52-76).
Figure 0.3. Schematic of the anode SEI formation process showing (a) graphene layers surrounded by electrolyte salts and solvents above 1.4V vs. Li/Li+, (b) propylene-carbonate (PC) intercalation with lithium ions into graphene layers resulting exfoliations below 0.9V vs. Li/Li+ and (c) stable SEI formation in ethylene-carbonate (EC)-based electrolyte below 0.9V vs. Li/Li+; plane side with thinner SEI and edge side with thicker SEI. (An et al, Carbon 105 (2016) 52-76).
Functional properties for an ideal SEI layer would be high electrical resistance and high lithium selectivity and permeability. Physical characteristics would be a thickness close to a few Å, high strength, tolerance against expansion and contraction stresses, insolubility in the electrolyte, and stability at a wide range of operating temperatures and potentials. Actual SEI layers seem to not yet have enough of these properties as evidenced by the continued growth over repeated charge-discharge cycles. This growth is closely related to lithium loss from both the electrolyte salt and cathode lithium inventory, as well as lithium diffusion resistance at the liquid interfacial zone adjacent to the SEI layer and within the SEI itself. The lithium consumption and diffusion resistance cause an increase not only in the overall cell resistance but also in anode potential. The increase in the anode potential is attributed to a low number of lithium charges in the electrode after consumption at the SEI. This increased anode potential also induces a similar increase in cathode potential to keep a charge cutoff potential of the cell. When the cathode potential increases and reaches a certain point, the cathode crystal structure rearranges and distorts due to oxygen loss and transition metal shifting. The electrolyte also becomes less stable at higher cathode potentials, which leads to solvent oxidation on the cathode surface (for example LiPF$_6$ in EC:DMC is oxidized around 4.5V vs Li/Li$^+$ during charging). This gradual SEI growth on the anode negatively affects cathode potential and stability. Therefore, forming a stable and robust SEI layer on the anode carbon/graphite is essential for long LIB lifetime and high capacity retention.

Cost of SEI formation

During the manufacturing process for lithium ion batteries, wetting electrodes with electrolyte and forming SEI layers require 1.5-3 weeks for the entire process. Wood et al. at ORNL reported costs for a general wetting and formation process (Table 0.2), which showed the SEI formation can contribute up to $32-33/kWh of usable energy for the battery pack cost (out of a total cost of ~$500/kWh). SEI formation generally takes many days because scan rates are slow, from C/20 down to C/5. After the first charge-discharge cycle, formation cycles generally repeat at different scan rates and/or different temperature to build quality SEI layers. The longer the times and greater the number of charge-discharge cycles, the more expensive the process becomes, which also either lowers cell production rate or increases capital expense.

Before the formation cycles, electrodes need to be fully wetted with electrolyte. The initial wetting process is slow because the electrolyte has to permeate into all pores of the separator and electrodes in a near fully assembled cell. Evacuating gases out of the pores under high vacuum can accelerate infusion of the electrolyte and enable uniform distribution, although it requires more equipment and processing expense.
Table 0.2. LIB pack cost contributions for baseline electrode processing case (cost per kWh-usable energy assumes a 70% depth of discharge for cycling. (D. L. Wood et al., Journal of Power Sources, 275 (2015) 234-242).

<table>
<thead>
<tr>
<th>Cost component</th>
<th>Cost per kWh-total ($/kWh)</th>
<th>Cost per kWh-usable ($/kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Composite electrode materials</td>
<td>101.7</td>
<td>145.3</td>
</tr>
<tr>
<td>Current collectors &amp; separator</td>
<td>80.2</td>
<td>114.6</td>
</tr>
<tr>
<td>Electrode processing</td>
<td>36.1</td>
<td>51.6</td>
</tr>
<tr>
<td>Electrolyte</td>
<td>24.6</td>
<td>35.1</td>
</tr>
<tr>
<td>Wetting and formation cycling</td>
<td>22.6</td>
<td>32.3</td>
</tr>
<tr>
<td>Pouch and tab materials</td>
<td>6.7</td>
<td>9.6</td>
</tr>
<tr>
<td>Module hardware, power electronics &amp; pack cooling</td>
<td>46.0</td>
<td>65.7</td>
</tr>
<tr>
<td>Labor (electrode processing and cell/pack construction)</td>
<td>34.0</td>
<td>48.6</td>
</tr>
<tr>
<td>Total</td>
<td>351.9</td>
<td>502.8</td>
</tr>
</tbody>
</table>
Even under an evacuated condition, the smallest pores of the electrodes and separator may not fully wet unless they have a higher surface energy than the electrolyte. This situation is due to the competition between hydrodynamic forces at low pressure and non-wetting surface forces (the smaller the pore size, the lower the vacuum pressure needed to make a non-wetting liquid enter a pore). To avoid costly and time-consuming vacuum pumping, both electrodes (and the separator) should have high wettability of the electrolyte for full active material utilization during the formation cycling process.

Reducing the time for SEI formation would provide higher production rates without needing extra space, equipment, and energy, eventually reducing battery pack and plant costs. Simply increasing the charging rate for faster SEI formation results in incomplete, non-uniform, or compositionally undesirable SEI layers,\(^\text{10}\) thereby lowering cell efficiency, durability and safety. In order to reduce formation time without losing cell performance, it is pertinent to understand the SEI formation process, composition, morphology, structure, and their combined effects on both short-term (irreversible capacity loss) and long-term performance (capacity fade).

**Research problem**

The anode SEI layer is formed from lithium of the cathode, which is the total amount of lithium available for building the SEI and initial charging of the cell, and there is a delicate balance between the ideal surface area the anode should have and the energy and power density of an LIB. The entirety of the anode surface must have the SEI layer present to prevent further undesired decomposition of the electrolyte. The amount of Li ion loss from cathode directly affects the first-cycle irreversible capacity (energy density), while losing Li ions from electrolyte lowers liquid-phase mass transport and decreases power density.\(^\text{2-3}\) During the first cycle, 10% of original capacity is generally consumed in irreversible SEI formation.\(^\text{11}\) Therefore, the total surface of the anode should be minimized from an energy density or cell cost standpoint. However, the minimization comes with a performance tradeoff – low anode surface area means lower power density (capacity at high C rates) with solid-state diffusion limitations. In contrast, high anode surface area is beneficial to power density, but much greater lithium inventory is consumed when passivating the surface to form the SEI layer, thereby decreasing energy density.

There is also a secondary connection of the SEI layer to LIB safety, and it comes into play once the anode is fully passivated. To avoid lithium plating or dendrite formation at the anode during charging over the life of the cell, capacity is often kept about 10% more than that at cathode\(^\text{11}\) (N/P capacity ratio of 1.1 where “N” is the negative electrode, or anode during cell discharging, and “P” is the positive
electrode, or cathode during cell discharging) to prevent internal electrical shorts. Therefore, this extra anode material must also undergo SEI layer passivation adding to the cell cost and detracting the total cell energy. Optimizing the N/P ratio is important to minimize initial lithium inventory loss and decrease initial irreversible capacity. Besides, for long-term capacity retention and Coulombic efficiency, optimizing only the capacity ratio would be insufficient because SEI continuously grows and consumes electrolytes and lithium ions when it is not well formed.12-13

It is worth mentioning briefly that a “SEI-like” layer forms on cathodes, as well, by oxidation reactions of electrolytes at high potentials14-16. Its impact on cell performance is also significant. Recent studies involving lithium-manganese-rich (LMR) NMC materials (Li1-xNixMn2Co1-x-y-zO2) for electrical vehicle applications show high capacities when operated at high voltage.17-23 This cathode material has an operating window of 2~4.8V vs Li/Li+ and capacities of 200~250 mAh/g, but only 150 mAh/g within the typical operating voltage window (3~4.2V).9 As the voltage approaches 4.7V vs Li/Li+ or even below, decomposition takes place on cathode surface during charge or storage by oxidation of electrolyte solvent organic carbonates (ethylene carbonate, dimethyl carbonate ethyl methyl carbonate, propylene carbonate, etc.).1, 14, 24-25 Since these carbonates have oxidation and reduction potentials around 4.7V and 1V vs Li/Li+, respectively1, 3, they are decomposed by electro-reduction at the anode below 1V and by electro-oxidation at the cathode above 4.7V during charging or storage. The oxidation potentials of these carbonates are further reduced at elevated temperature where batteries in vehicles or portable devices experience locally, below 4V at 40°C and 3.8V at 60°C.14, 25-30 Ethers and esters are not stable typically above 4V.7, 31 Other species in the electrolyte, such as lithium compounds that are partially reduced at the anode and diffuse to the cathode, have even lower oxidation potentials. Wursig et al. reported SEI formed at 4.3V vs Li/Li+ and even at 25°C on various cathode materials.32 Hence, at high potentials, cathodes suffer from increases in resistance of SEI-like passivation layers as well as from loss or migration of active materials such as Mn and Co. When charge and discharge cycles and storage time are extended, the resistance at the cathode increases more than that of the anode.33

The lithium consumption and diffusion resistance cause an increase not only in the overall cell resistance but also in anode potential, inducing an increase in cathode potential to keep a charge cutoff potential of a cell. When the cathode potential increases and reaches a certain point, the cathode crystal structure rearranges and distorts due to oxygen loss and transition metal shifting.17-20 The electrolyte also becomes less stable at higher cathode potentials, which leads to solvent oxidation on the cathode surface (for example LiPF6 in EC:DMC is oxidized around 4.5V vs Li/Li+ during charging).34 This gradual SEI growth on the anode negatively affects cathode potential and stability. Therefore, forming an
ideal SEI layer on the anode carbon/graphite is essential for long LIB lifetime and high capacity retention.

SEI formation generally takes many days because scan rates are slow, \( \pm \text{C/20 down to } \pm \text{C/5}^{,9,35} \) to form a denser SEI structure rather than a highly porous one. After the first charge-discharge cycle, formation cycles generally repeat at different scan rates and/or different temperature to build quality SEI layers. The longer the times and greater the number of charge-discharge cycles, the more expensive the process becomes, which also either lowers cell production rate or increases capital expense (i.e. more cycling stations required). If the electrical energy is not “recycled” (i.e. using the energy of one cell after charging it from the primary electricity source to charge another adjacent cell), the cost further increases.

**Research topics**

The chemical composition, morphology, and stability depend on several factors such as graphite surface properties, electrochemical conditions, and electrolytes. In this study, current understandings of SEI were reviewed to improve SEI formation. Then, three factors (surface properties, electrochemical condition, and electrolyte concentration) were studied. First, as a surface property improvement, anodes were treated under ultraviolet (UV) light to change graphite surface properties and to improve SEI. Second, as an electrochemical condition control, a new formation protocol having potential/C-rate controls in a high voltage region was proposed to shorten SEI formation time and to improve the SEI. Third, electrolyte volume was controlled to study the effects of electrolyte concentration on the SEI and optimize (minimize) the volume. All three controlled factors dealt with in this study showed improvement in battery cycle life because of enhanced SEI quality. The key factors to SEI formation and their relationships to work done in this study are shown in Figure 0.4 as a brief snapshot. Each work is elaborated in following chapters.
Figure 0.4. Key factors affecting SEI formation (surface property, voltage/C-rate, and electrolyte) and relation to work done (fast formation, UV treatment, and electrolyte volume).
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Abstract

An in-depth historical and current review is presented on the science of lithium-ion battery (LIB) solid electrolyte interphase (SEI) formation on the graphite anode, including structure, morphology, composition, electrochemistry, and formation mechanism. During initial LIB operation, the SEI layer forms on the graphite surfaces, the most common anode material. The SEI is essential to the long-term performance of LIBs, and it also has an impact on its initial capacity loss, self-discharge characteristics, rate capability, and safety. While the presence of the anode SEI is vital, it is difficult to control its formation and growth, as they depend on several factors. These factors include the type of graphite, electrolyte composition, electrochemical conditions, and temperature. Thus, SEI formation and electrochemical stability over long-term operation should be a primary topic of future investigation in the LIB development. This article covers the progression of knowledge regarding the SEI, from its discovery in 1979 to the current state of understanding, and covers differences in the chemical and structural makeup when cell materials and components are varied. It also discusses the relationship of the SEI layer to the LIB formation step, involving both electrolyte wetting and subsequent slow charge-discharge cycles to grow the SEI.

Introduction

Much effort has been put into lithium-ion battery (LIB) development for electric vehicles (EVs), plug-in hybrid electrical vehicles (PHEVs), and other electrical system applications.1-11 Some of the key studies have involved reducing cost, increasing capacity retention, and improving efficiency.2, 4-7, 12-16 During the operation of LIBs, a solid electrolyte interphase (SEI) layer (also called “solid electrolyte interface” in some literature) forms on the graphite surface, the most commonly used anode material, due to side reactions with the electrolyte solvent and salt. It is accepted that the SEI layer is essential to the performance of LIBs, and it has an impact on its initial capacity loss, self-discharge characteristics,
cycle life, rate capability and safety. While the presence of the anode SEI layer is vital, it is difficult to control its formation and growth, as the chemical composition, morphology, and stability depend on several factors. These factors include the type of graphite, graphite morphology, electrolyte composition, electrochemical conditions, and cell temperature. Thus, SEI layer formation and electrochemical stability over long-term operation should be a primary topic of investigation in further development of LIB technology. This article reviews the state of knowledge on the formation process of the graphite/carbon SEI layer, its chemical composition, morphology, and associated reactions with the liquid electrolyte phase, and will address several important questions:

1.) Why is it important to understand the SEI layer composition and morphology, and how does it impact LIB performance? (Sections 2-3)
2.) What is the solid/liquid surface chemistry behavior at the nanoscale of the SEI layer? (Sections 3-4)
3.) What methods have been used to form the SEI layer during initial charging and discharging? (Section 5)
4.) What methods have been used to characterize the SEI layer properties such as composition, thickness, and morphology? (Section 6)
5.) What are the effects of different types of graphites and carbons on SEI layer properties? (Section 7)
6.) What are the electrolyte, binder, and conductive additive effects on SEI layer properties? (Sections 8)
7.) How is the SEI layer formation tied to the electrolyte wetting of the electrode (during cell manufacturing) and formation protocol, capacity fade, and cell lifetime? (Section 9)
8.) Why is it important to reduce the SEI formation protocol time during cell manufacturing? (Sections 9-10)
9.) How is the most recent understanding of the anode SEI layer impacting cell design and SEI durability? (Section 11)

This paper is a comprehensive review of the science of the LIB anode SEI layer and its relationship to electrolyte wetting, formation cycling, and cell lifetime. It spans from the basic science of the SEI formation interfacial physics and reaction mechanisms to the applied science of reducing formation cycle time and increasing LIB lifetime. The time period covered is from the discovery of lithium-ion intercalation in graphite (1979) up to the present day, and it offers insights into the SEI formation mechanism, chemical and morphological properties of the SEI, and relationship to formation cycling and cell lifetime. This paper will appeal to the entire LIB research community and the broader energy storage community as a whole. Given that it deals with an intricate combination of surface chemistry, electrochemistry, and reaction mechanisms, it will also appeal to chemists and chemical scientists in other fields.
Understanding nature of solid electrolyte interphase (SEI)

The anode SEI layer is formed from the so-called “lithium inventory” of the cathode and electrolyte salt, which is the total amount of lithium available for building the SEI and initial charging of the cell, and there is a delicate balance between the ideal surface area the anode should have and the energy and power density of an LIB. The entirety of the anode surface must have the SEI layer present to prevent further undesired decomposition of the electrolyte, which consumes Li ions. The amount of Li ion loss from the cathode directly affects the first-cycle irreversible capacity (energy density), while losing Li ions from the electrolyte lowers liquid-phase mass transport and increases electrolyte resistance thereby decreasing power density.\(^1\)\(^{-17}\) During the first full cycle, 10% of the original capacity is generally consumed in irreversible SEI formation.\(^18\) Therefore, the total surface of the anode should be minimized from an energy density or cell cost standpoint. However, the minimization comes with a performance tradeoff – low anode surface area means lower power density (capacity at high C rates) with solid-state diffusion limitations. In contrast, high anode surface area is beneficial to power density, but much greater lithium inventory is consumed when passivating the surface to form the SEI layer, thereby decreasing energy density. Section 7 includes an overview and understanding of carbon/graphite properties and related SEI formation.

There is also a secondary connection of the SEI layer to LIB safety, and it comes into play once the anode is fully passivated. To avoid lithium plating or dendrite formation at the anode during charging over the life of the cell, capacity is often kept about 10% more than that at cathode\(^18\) (N/P ratio of 1.1 where “N” is the negative electrode, or anode during cell discharging, and “P” is the positive electrode, or cathode during cell discharging) to prevent internal electrical shorts. Therefore, this extra anode material must also undergo SEI layer passivation adding to the cell cost and diminishing the total cell energy. Optimizing the N/P ratio is important for minimizing initial lithium inventory loss and decreasing initial irreversible capacity. For long-term capacity retention and Coulombic efficiency, optimizing only the capacity ratio would be insufficient because SEI continuously grows and consumes electrolytes and lithium ions when it is not well formed.\(^19\)\(^{-20}\)

Better understanding of the state-of-the-art graphite SEI layer composition and morphology is an important step towards growing improved SEI layers that prevent continuous decomposition of electrolyte on the graphite surfaces. The anode SEI layer is composed of precipitates from reduced decomposition of solvents, salts, lithium ions, and impurities in the electrolyte due to their instability at the anode potential operating window.\(^1,21\) It forms mostly during the first charge, but the formation continues slowly and gradually after first cycle until the SEI layer is fully developed, adding to the complexity of modern LIB formation protocols. An optimized SEI layer is expected to have negligible electrical
conductivity and high electrolyte diffusion resistance while having high lithium ion selectivity and permeability. Once it is properly formed, further decomposition reactions with salts and solvents are prevented since electrons cannot transfer to or through the layer (the increased electronic resistance increases the potential on the graphite surface and shifts the surface potential to within the stability window of the electrolyte). However, in reality, the SEI layer gradually thickens during repeated charge-discharge cycles due to electron exposure to electrolyte or electrolyte diffusion to the graphite surface, although the layer thickness growth after a few charge-discharge cycles is not nearly as great as the amount during the first cycle. The gradual thickening of the layer further consumes Li ions, solvents, and salts and increases cell resistance. This continuous SEI layer growth during the formation cycling process lowers cell capacity and Coulombic efficiency.

It is worth mentioning briefly that a “SEI-like” layer forms on cathodes, as well, by oxidation reactions of electrolytes at high potentials\(^\text{22-23}\), but its impact on cell performance is generally less. Recent studies involving lithium-manganese-rich (LMR) NMC materials \((\text{Li}_{1+x}\text{Ni}_y\text{Mn}_z\text{Co}_{1-x-y-z}\text{O}_2)\) for EV applications, show high capacities when operated at high voltage.\(^\text{3, 14, 24-28}\) This cathode material has an operating window of 2~4.8V vs Li/Li\(^+\) and capacities of 200~250 mAh/g, but only 150 mAh/g within the typical operating voltage window (3~4.2V).\(^\text{15}\) As the voltage approaches 4.7V vs Li/Li\(^+\) (or even less), decomposition takes place on cathode surface during charge or storage by oxidation of electrolyte solvent organic carbonates (ethylene carbonate, dimethyl carbonate ethyl methyl carbonate, propylene carbonate, etc.).\(^\text{21-22, 29-30}\) Since these carbonates have oxidation (highest occupied molecular orbital (HOMO)) and reduction potentials (lowest unoccupied molecular orbital (LUMO)) around 4.7V and 1V vs Li/Li\(^+\), respectively\(^\text{21}\), they are decomposed by electro-reduction at the anode below 1V and by electro-oxidation at the cathode above 4.7V during charging or storage. The oxidation potentials of these carbonates are further reduced at elevated temperature (LIBs in vehicles or portable devices experience locally increased temperatures) to 4V at 40°C and 3.8V at 60°C.\(^\text{22, 30-35}\) Ethers and esters are not typically stable above 4V.\(^\text{36-37}\) Other species in the electrolyte, such as lithium compounds that are partially reduced at the anode and diffuse to the cathode, have even lower oxidation potentials. Wursig et al. reported SEI formation at 4.3V vs Li/Li\(^+\) and even at 25°C on various cathode materials.\(^\text{38}\) Hence, at high potentials, cathodes suffer from increases in resistance from SEI-like passivation layers as well as from loss or migration of active materials such as Mn and Co. When initial charge-discharge cycles and storage time are extended, the resistance at the cathode increases even more than that of the anode.\(^\text{39}\)

Despite the importance of understanding the formation, composition, morphology, and long-term structural and chemical evolution of the anode SEI layer, these topics are not yet fully understood because of analysis and
measurement difficulties. In fact, the SEI layer formation mechanism is much less understood than the resultant chemical and physical properties themselves. The SEI is quite thin, a few hundreds of angstroms, and sensitive to moisture and oxygen in the air that may convert SEI components into different forms before or during analysis.\textsuperscript{40-42} Because of the environmental sensitivity, SEI analysis requires inert and well-controlled conditions.

Functional properties for an ideal SEI layer are high electrical resistance and high lithium selectivity and permeability. Physical ones are a thickness close to a few Å, high strength, tolerance to expansion and contraction stresses (the SEI layer must accommodate expanding and contracting sub-surfaces during charging and discharging, respectively), insolubility in the electrolyte, and stability at a wide range of operating temperatures and potentials. Actual SEI layers seem to not yet have enough of these properties because it has been found that they keep growing over repeated charge-discharge cycles. This growth is closely related to lithium loss from both the electrolyte salt and cathode lithium inventory, as well as lithium diffusion resistance at the liquid interfacial zone adjacent to the SEI layer and within the SEI itself. The lithium consumption and diffusion resistance cause an increase not only in the overall cell resistance but also in anode potential. The increase in the anode potential is attributed to a lower number of Li ions in the electrode after consumption at the SEI. This increased anode potential also induces a similar increase in cathode potential to maintain a charge cutoff potential. When the cathode potential increases and reaches a certain point, the cathode crystal structure rearranges and distorts due to oxygen loss and transition metal shifting.\textsuperscript{3, 14, 24-25} The electrolyte also becomes less stable at higher cathode potentials, which leads to solvent oxidation on the cathode surface (for example LiPF\textsubscript{6} in ethylene carbonate (EC): dimethyl carbonate (DMC)) is oxidized around 4.5V vs Li/Li\textsuperscript{+} during charging).\textsuperscript{43-47} This gradual SEI growth on the anode negatively affects cathode potential and stability. Therefore, forming a robust and stable SEI layer on the anode carbon/graphite is essential for long LIB lifetime and high capacity retention.

SEI formation generally takes days because scan rates are slow, \(\pm C/20, 13, 15\) to form a denser SEI structure rather than a highly porous one. After the first charge-discharge cycle, formation cycles generally repeat at different scan rates and/or different temperatures to build quality SEI layers. The longer the times and greater the number of charge-discharge cycles, the more expensive the process becomes, which also either lowers cell production rate or increases capital expense (i.e. more cycling stations required). If the electrical energy is not “recycled” (i.e. using the energy of one cell after charging it from the primary electricity source to charge another adjacent cell), the cost further increases. Reducing the time for SEI formation would provide higher production rates without needing extra space, equipment, and energy, eventually reducing battery pack and plant costs.
Energetics of anode SEI formation

In LIBs an aprotic salt solution with low-molecular-weight organic solvents are the most widely used electrolytes. These electrolytes undergo decomposition at the graphite anode, and the SEI layer is formed from these decomposition products, which then dictates initial performance of the cell and long-term capacity fade characteristics. Therefore, the question is can the electrolyte decomposition be minimized or controlled to provide predictable performance of the cell.

Figure 1.1 shows the relative electron energies of the anode, electrolyte, and cathode of a thermodynamically stable redox pair in a LIB. In the figure, $\mu_A$ and $\mu_C$ are the electrochemical potentials of the anode and cathode respectively. The stability window of the electrolyte is the difference between the energy of the LUMO and HOMO. This window is shown as $E_g$. If $\mu_A$ is above the LUMO energy, then it will reduce the electrolyte, and, likewise, if $\mu_C$ is below the HOMO energy, it will oxidize the electrolyte. The energy separation between the anode and cathode needs to be as high as possible to increase the energy density of the redox pair. The organic electrolytes used in LIBs have oxidation potentials around 4.7 V vs. Li$^+/\text{Li}$ and reduction potentials close to 1.0 V vs. Li$^+/\text{Li}$. The intercalation potential of Li into graphite is between 0 V and 0.25 V vs. Li$^+/\text{Li}$, which is below the reduction potential of the electrolyte. Thus, the potential of the graphite electrodes falls below the stability window of the electrolyte during charging, and it decomposes at the graphite surface forming the SEI.

SEI features, morphology, and chemical composition

If all of the decomposition reaction potentials for the SEI formation are more positive than the anode Li ion intercalation potential, the SEI would form more completely under fast kinetics before the onset of the intercalation reaction. Once it is well formed, the SEI should have high Li-ion conductivity and negligible electronic conductivity. The electronically insulating property of the SEI prevents further reduction of the electrolyte on the graphite surface, while the ion conductive nature allows permeation of lithium ions to the graphite surface and provides pathways for the desired ion intercalation. To avoid cracking of SEI layers due to stress from a volume change of graphite during intercalation and de-intercalation and to avoid further passivation reactions, the molecular force between the SEI layer and graphite surface should be strong. Physically, the SEI layer should be strong or flexible enough to accommodate the volume change (expansion during charging and contraction during discharging) of the anode during the cycling process. Ideally, the SEI layer should be uniformly distributed over the graphite surfaces.
Figure 1.1. Energetics of the formation of the anode and cathode SEI layers under electro-reduction and electro-oxidation conditions.\textsuperscript{21} “Reprinted (adapted) with permission from (Goodenough, J. B.; Kim, Y. Chemistry of Materials 2010, 22, 587). Copyright (2010) American Chemical Society.”
The chemical composition of the SEI should contain stable and insoluble compact inorganic compounds such as Li$_2$CO$_3$ rather than metastable organic compounds such as ROLi and ROCO$_2$Li (where R is an low-molecular-weight alkyl group),$^{48-49}$ which is important for confining the loss of lithium inventory to the first few cycles and minimizing irreversible capacity loss. Insolubility of decomposed SEI components to an electrolyte is important for high capacity retention because loosing the components may induce new SEI formation where they dissolved out. According to MD simulations from Tasaki et al., the heat of salt dissolution in ED/DMC is in the order of [CH$_2$OCO$_2$Li]$_2$ (LiEDC, -22 kcal mol$^{-1}$) < LiOCO$_2$CH$_3$ (-4 kcal mol$^{-1}$) < LiOH < LiOCO$_2$C$_2$H$_5$ < LiOCH$_3$ < LiF < [LiCO$_2$]$_2$ < Li$_2$CO$_3$ (32 kcal mol$^{-1}$) < Li$_2$O (43 kcal mol$^{-1}$), indicating that inorganic Li$_2$O and Li$_2$CO$_3$ are endothermic and hard to dissolve in normal operation temperature while organic [CH$_2$OCO$_2$Li]$_2$ and LiOCO$_2$CH$_3$ are exothermic and the most soluble among the listed SEI components.$^{50}$ Inorganic products are hard to dissolve but can also diffuse into an electrolyte when surrounded by soluble organic products. Li$_2$CO$_3$ is generally abundant on a graphite anode than Li$_2$O because of low concentration of lithium on surface of the graphite anode.$^{51}$ The concentration of LiO$_2$ can be increased on lithium metal anode.

From a historical standpoint, the SEI has been thought of as having a bilayer type structure. The layer near the interface of the electrolyte is assumed to be porous and less dense, composed of a large portion of organic components, and filled with electrolyte. This outer, organic layer may undergo further reduction, so its morphology may change in subsequent cycling. The inner layer adjacent to the graphite is presumed to consist mostly of inorganic compounds that protect the anode surface and prevent reduction. Thus, it is assumed to have a denser morphology with lower porosity. In recent studies, the SEI structure shows a bilayer structure in general, but in reality is more complicated.$^{51-54}$ For example, according to the results of Takenaka’s hybrid Monte Carlo (MC)/molecular dynamics (MD) reaction simulation, inorganic salts such as Li$_2$CO$_3$ are abundant near the anode surface and distributed within the whole SEI film, becoming Li$_2$CO$_3$ junctions for the organic lithium carbonates and stabilizing the SEI film.$^{54}$ Other recent computational studies have also shown detailed and complicated structures, even though they were based on many simplifying assumptions. Considering real-world LIB systems involving side reactions, impurities, and uneven current distribution, it is likely that SEI structures are even more complicated than those depicted by fundamental simulations.

Recently Lu et al. studied the morphological evolution of the SEI during the formation process.$^{55-56}$ Figure 1.2 shows SEM micrographs at two different magnifications of the graphite anode surface from their study at different degrees of polarization during the first charge. The SEI thickness increased as the formation cycle proceeded (i.e. as the potential of the anode moved towards the intercalation potential). According to their model, the SEI at the beginning of the
formation process contained mainly loosely held organic polymer compounds. As the potential was lowered, the SEI layer transformed into a more compact structure of inorganic salts. Figure 1.2 and Figure 1.3 captures this morphological evolution.55, 57

The SEI layer formed at the graphite basal plane differs in morphology and chemical composition from that formed at the edge plane. The SEI formed at the basal plane does not need to have ionic conductivity, but it does need to be electronically insulating and impermeable to other electrolyte components. Since lithium ions cannot intercalate into graphene layers across the basal planes, these planes are ionic insulators and do not contribute to reversible capacity. Hence, SEI formation at these locations should be minimized to avoid unnecessary loss of lithium inventory. Due to the different behavior of the SEI layer formed at basal and edge planes, the true SEI formation potentials are not captured by conventional electrochemical measurements.

The chemical composition and morphology of the SEI are affected not only by the electrolyte, but also by the chemical compositions and morphologies of carbon/graphite surfaces. In the case of the 1M LiPF₆ in EC:DMC electrolyte and highly ordered graphite, the SEI at the edge plane is thought to be several times thicker (several nm) than that at basal plane. A thicker layer on the edge plane is consistent with the observation of higher reaction current at the edge plane than the basal plane.58 On the edge sites for this particular case, the SEI is mainly composed of loosely packed inorganic lithium carbonates, organic lithium alkali carbonates and polymeric compounds on the electrolyte side. On the graphite side of the edge sites, the SEI is mainly composed of densely packed LiF, Li₂O, and Li₂CO₃. In between these two phases, there is an intermixed zone forming a trilayer structure. Overall, LiF and Li₂CO₃ make up more than half of the SEI layer.59-60 On the basal sites, the SEI is composed of lithium carbonates more than LiF on the electrolyte side.

On the graphite side of the basal sites, the SEI is composed of similar portions of Li₂O, LiF, and lithium carbonates with small portions of polymeric compounds. LiF in the SEI is typically found in fluorine system electrolytes such as LiAsF₆, LiPF₆, and LiBF₄. Depending on LIB operating, anode sampling, and analysis conditions, the compositions of the SEI may vary even with the same electrolytes and electrodes used in a cell. LiPF₆ salts are unstable in elevated temperature and may precipitate into LiF during storage or operation. Lithium carbonates can be also decompose and form LiF after reacting with HF. Hence, LiF may be found in the SEI more frequently when there are other reactions before or during the surface analysis. HF formation, particularly observed in the case of LiPF₆ based electrolytes, is considered to dramatically affect the performance of LIBs by attacking the SEI layer.
Figure 1.2. SEI morphology at various formation potentials reported by Lu et al., (a) 0.7 V, (b) 0.5 V, (c) 0.3 V and (d) 0.0025 V. The right column images are higher magnification (100,000×) of the images in left column (30,000×). Reprinted (adapted) with permission from (Harris, S. J.; Lu, P. J. Phys. Chem. C 2013, 117, 6481). Copyright (2013) American Chemical Society.
Figure 1.3. TEM images of fresh graphite and SEI on graphite anodes cycled to four cutoff voltages in 1.2M LiPF$_6$/EC during first charge reported by Lie et al., (A) Fresh graphite electrode, (C) 1.3, (E) 0.6, (G) 0.1, and (I) 0.05 V. The insets of (D), (F), (H), and (J) show element composition detected by EDX. The arrows indicate the SEI layer and the edge of graphite, and the red spots indicate locations probed by EDX. "Reprinted with permission from (Mengyun Nie et al. J. Phys. Chem. C, 2013, 117 (3), 1257). Copyright (2013) American Chemical Society."
HF production during the SEI formation process is due to the reaction between decomposition products of the LiPF$_6$ salt and traces of water in the liquid electrolyte phase and/or adsorbed on the graphite surfaces. In recent studies, the amount of LiF found in the SEI still varies considerably from one study to the next. In particular, computational simulations rarely show LiF formation because they generally do not consider impurities like water causing HF production or self-decomposition from a salt, a poor assumption.

For the case of soft carbon in the same electrolyte, polymer and solvent reduction products are more prevalent than salt reduction products. For other salts such as LiBF$_4$, LiTFSI, or LiBETI, the percentage of LiF is small and other carbonated species comprise most of the SEI layer. In general, SEI layers are composed of densely packed inorganic compounds such as Li$_2$O, Li$_2$CO$_3$ and LiF on the graphite side and loosely packed inorganic and organic species like Li$_2$CO$_3$, lithium alkyl carbonate (ROCO$_2$Li) and polymer on the electrolyte side. There are also other studies that argue large portions of inorganic Li compounds such as LiF are also found on electrolyte side. These components, formed by solvent, lithium salt, and electrolyte additive decomposition, are neither uniformly distributed nor well-ordered within the SEI layer. These semi-quantitative concepts about SEI compositions are much less debated than those hypotheses with respect to exact composition, morphology, structure, and formation. The reasons for the uncertainty and inconsistency among different studies arise from analysis difficulty, different electrolyte compositions, different types of carbon/graphite, various SEI formation processes, and other physical and environmental conditions (i.e. temperature). Table 1.1 from Verma et al. provides a thorough list of the most agreed upon compounds found in the SEI on graphite anodes.

**Formation mechanism of SEI layer**

There are various reduction processes that compete with each other on the carbon/graphite surface during charging. The reactants are solvents, salts, additives, and trace air impurities (such as water). Electrochemical reaction rates differ depending on their intrinsic properties such as reductive potential, reduction activation energy, and exchange current density. They also depend on reaction sites (basal or edge), pre-decomposed precipitate sites, and many other different anode surface conditions. Lithium ions and solvent co-intercalate into the graphene planes. If this co-intercalation is excessive, the SEI layer may not fully develop because of continuous exfoliation. Figure 1.4 illustrates these processes graphically.
Table 1.1. List of known chemical compounds formed on the surface of carbon/graphite SEI layers ("Present" denotes that the compound was identified in the references given, and “Not Present” denotes that the compound was not identified). Reprinted from *Electrochimica Acta*, 55, Verma P, Maire P, Novak, A review of the features and analysis of the solid electrolyte interphase in Li-ion batteries, 6332, Copyright (2010), with permission from Elsevier.

<table>
<thead>
<tr>
<th>Component</th>
<th>Present</th>
<th>Not present</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>(CH$_2$OCO$_2$Li)$_2$</td>
<td>66-69</td>
<td></td>
<td>Being a two electron reduction product of EC; it is found mostly in the SEI formed in EC based electrolytes.</td>
</tr>
<tr>
<td>ROCO$_2$Li</td>
<td>66-67, 70-71</td>
<td></td>
<td>They are present in the outer layer of the SEI. They occur in most PC containing electrolytes, especially when the concentration of PC in the electrolyte is high.</td>
</tr>
<tr>
<td>Li$_2$CO$_3$</td>
<td>67-68, 71-72, 70, 73-75</td>
<td></td>
<td>It may also appear as a reaction product of semicarbonates with HF, water, or CO$_2$.</td>
</tr>
<tr>
<td>ROLi</td>
<td>73, 75-78</td>
<td></td>
<td>Most commonly found in the SEI formed in ether electrolytes like tetrahydrofuran (THF), but may also appear as DMC or ethyl methyl carbonate (EMC) reduction product. It is soluble and may undergo further reactions.</td>
</tr>
<tr>
<td>LiF</td>
<td>72, 74, 80</td>
<td></td>
<td>Mostly found in electrolytes comprising of fluorinated salts like LiAsF$_6$, LiPF$_6$, LiBF$_4$. It is a major salt reduction product. HF contaminant also reacts with semicarbonates to give LiF byproduct. Amount of LiF increases during storage.</td>
</tr>
<tr>
<td>Li$_2$O</td>
<td>74, 81-82, 80, 83-85</td>
<td></td>
<td>It may be a degradation product of Li$_2$CO$_3$ during Ar+ sputtering in the XPS experiment.</td>
</tr>
<tr>
<td>Polycarbonate</td>
<td>80, 86</td>
<td></td>
<td>Present in the outermost layer of the SEI, close to the electrolyte phase. This part imparts flexibility to the SEI.</td>
</tr>
<tr>
<td>LiOH</td>
<td>69, 87-88, 80-81</td>
<td></td>
<td>It is mainly formed due to water contamination. It may also result from reaction of Li$_2$O with water or with ageing.</td>
</tr>
<tr>
<td>Li$_2$C$_2$O$_4$</td>
<td>75, 78</td>
<td></td>
<td>It is found to be present in 18650 cells assembled in Argonne National Laboratory containing 1.2 M LiPF$_6$ in EC:EMC (3:7) electrolyte. Li carboxylate and Li methoxide were also found in their SEI.</td>
</tr>
<tr>
<td>HF</td>
<td>91-92</td>
<td></td>
<td>It is formed from decomposition LiPF$_6$ and the water in the solvents. It is highly toxic and can attack components of the cell.</td>
</tr>
</tbody>
</table>
In general it has been accepted that the SEI formation is a two-step process. During the first step when the graphite electrode is polarized, the components in the organic electrolyte undergo reductive decomposition to form new chemical species. In the second step, these decomposition products undergo a precipitation process and begin forming the SEI layer until all the sites on the graphite surface are covered. Even though several studies have been conducted to understand the formation mechanism of the SEI, it has been a major topic of debate, which centers on the reduction pathways, especially of the solvent molecules. There are typically four different reactions possible during the first cathodic polarization of the graphite electrode. The pathways of the four reactions are shown schematically in Figure 1.5.

The ionic radius of a Li ion (0.59 Å)\textsuperscript{99} is much smaller than the corresponding anionic counter ion in the salt. Due to this size difference, Li ions are strongly solvated in the electrolyte solution, which also contains weakly solvated anions (such as PF\textsubscript{6}\textsuperscript{-}) and isolated solvent molecules.\textsuperscript{100} The solvated Li ions diffuse towards the surface of the graphite electrode due to the concentration polarization in the liquid phase. At the graphite surface, these solvated ions can undertake different pathways leading to different reductive decomposition products.

i. Intercalation of Li ion without the solvation shell into the graphene layers.
ii. Heterogeneous transfer of electrons from the solid phase graphite electrode to the solvent molecules.
iii. Co-intercalation of the solvent molecules with the solvated Li ions into the graphene layers.
iv. Heterogeneous transfer of electrons from the solid phase graphite electrode to the salt anions.

These possible pathways are based on electron transfer to salts/solvents in electrolyte solutions caused by the cathodic polarization of the electrode, thermodynamic simulations using molecular orbital calculations, and ionic sizes. Among these possibilities, reaction (i) is the desired reaction and leads to the faradaic current within the cell. This reaction occurs at a potential more negative than the potential of the other reactions, so during cathodic polarization, other reactions are preferred until the potential drops close to the intercalation potential.

Reactions (ii) and (iii), which address the reduction of the solvent molecules, are the major source of debate in the literature. According to Dahn and Aurbach, the reduction of a solvent molecule (for example [EC]-) is a one-electron reaction occurring at the surface of the graphite.
Figure 1.4. Schematic of the anode SEI formation process showing (a) graphene layers surrounded by electrolyte salts and solvents above 1.4V vs. Li/Li⁺, (b) propylene-carbonate (PC) intercalation with lithium ions into graphene layers resulting exfoliations below 0.9V vs. Li/Li⁺ and (c) stable SEI formation in ethylene-carbonate (EC)-based electrolyte below 0.9V vs. Li/Li⁺; plane side with thinner SEI and edge side with thicker SEI.
Figure 1.5. Proposed SEI layer reaction mechanism consisting of a four-step pathway (Yan). Reprinted from Electrochimica Acta, 55, Jian Yan, Jian Zhang, Yu-Chang Su, Xi-Gui Zhang, Bao-Jia Xia, A Novel Perspective on the Formation of the Solid Electrolyte Interphase on the Graphite Electrode for Lithium-Ion Batteries, 1788, Copyright (2010), with permission from Elsevier.
Therefore, according to this hypothesis, reaction (ii) proceeds with the solvent molecule being reduced to form an intermediate radical anion.

This radical anion undergoes further decomposition according to one of the pathways shown below (Path 1 or 2), and finally solid lithium ethylene dicarbonate (LiEDC) precipitates as shown below. Aurbach$^{49, 79}$ also argued that LiEDC is extremely reactive with traces of water in the electrolyte and forms $\text{Li}_2\text{CO}_3$ upon reacting.

Path 1:

\[
\begin{array}{c}
\text{Path 1:} \\
\begin{array}{c}
\text{Path 2:} \\
\end{array}
\end{array}
\]

Solid Precipitation:

According to the second theory proposed by Dey et al.$^{101}$, Besenhard et al.$^{102}$ and Chung et al.$^{103}$, reaction (iii) is a more preferred reaction and $[\text{EC}^-]$ undergoes a two-electron reduction reaction. The solvated Li ions are co-intercalated into the graphene layers held by weak van der Waals forces and form intermediate ternary graphite intercalated compounds (GIC) such as $[\text{Li(Sol)}_x\text{C}_y]$. The ternary GICs are subsequently reduced to form the SEI. Since the literature supports both hypotheses, the proposed mechanisms are still debated. Reaction (ii) and reaction (iii) may even compete against each other and both might occur in parallel during the SEI formation process. Reaction (iv) is the heterogeneous transfer of electrons directly to the salt anions to form inorganic SEI products.
Methods of analyzing and characterizing the SEI layer

SEI layers easily react with ambient CO₂ and H₂O to form inorganic lithium-containing compounds such as Li₂CO₃ and Li₂O. Hence, washing the electrode in electrolyte solvents for analysis can easily introduce artifacts in the morphology and chemical composition of the SEI layer. For example, ROCO₂Li and ROLi react with CO₂ to form Li₂CO₃. The lithium in the SEI will also react spontaneously with atmospheric oxygen to form various lithium oxides (Li₂O, Li₂O₂ and LiO₂). These oxides are strong nucleophiles and react further with organic solvents and semi-carbonates to form carbonates and alkoxides. Thus, specialized sample chambers are necessary when transferring SEI specimens from the inert atmosphere of a glove box to an analytical instrument to avoid chemical contamination and physical damage.

A variety of tools and techniques have been used to analyze the SEI, including traditional electrochemical methods such as electrochemical impedance spectroscopy (EIS) and Cyclic Voltammetry (CV). EIS is a nondestructive analysis tool, which provides useful information from a complex electrochemical system having a diffusion layer, electrolyte resistance, electrode kinetics, and double-layer capacitance. To diagnose EIS spectra properly, a good equivalent circuit model is required. CV, which measures current in the anodic (oxidation) and cathodic (reduction) directions, has also been successfully implemented to understand the SEI. Traditional tools of scanning electron microscopy (SEM) transmission electron microscopy (TEM), scanning tunneling microscopy (STM) atomic force microscopy (AFM), and Ellipsometry have been implemented to image the surface features and morphology of the SEI. TEM can also show surface crystallinity, in-situ interface formation, and lithiation/delithiation in operando. AFM is a useful tool for studying SEI morphology and thickness because it can measure differences in depth at Angstrom resolution. Ellipsometry is a non-destructive optical tool that measures thickness and roughness of thin films by using reflectance ratios, but its weakness is that the measured signal depends not only on thickness, but also material properties.

Because the anode SEI is a thin layer on graphite, surface analysis tools such as X-ray photoelectron spectroscopy (XPS) and Fourier transform infrared spectroscopy (FTIR) have been used for characterization because of their surface sensitivity and chemical identification ability. Raman spectroscopy, X-ray diffraction (XRD), Secondary Ion Mass Spectrometry (SIMS), nuclear magnetic resonance (NMR), neutron reflectometry (NR), small-angle neutron scattering (SANS), and temperature-programmed desorption mass spectrometry (TPD-MS) have also been successfully applied to identify SEI surface species.
Effects of carbon/graphite properties on SEI formation

Carbons are widely used as LIB anodes because of their stability and low working potential. Graphite is a crystallite and the most stable allotrope of carbon. It has perfect stacking of graphene layers in AB form and in some cases ABC form. In general, aggregates of perfectly stacked graphite crystallites exist with different orientations in an electrode. Graphite has a redox potential very close to Li/Li$^+$, is safe, is the most stable form of carbon, is environmentally benign, and has low (pre-processed) cost. A lithium atom is intercalated between the graphite layers to form an intercalation compound (i.e. LiC$_6$) during LIB operation.\textsuperscript{19-20} The intercalation reaction prevents the deposition of metallic lithium on the graphite surface and avoids dendritic growth making these types of LIBs safe. The lithium-ion charge is also maintained, essentially eliminating the activation energy associated with the formation of a chemical bond. The carbon is reduced to maintain charge balance.

Figure 1.6 shows an aggregate graphite particle and the graphite layers within that particle. In a crystallite of graphite, the two characteristic surfaces are referred to as basal and edge planes. The surfaces parallel to the graphene layers are called basal planes, and the surfaces normal to the graphene layers are edge planes. Lithium predominantly intercalates into the graphene layers through the edge planes in the direction parallel to the basal plane. The SEI formation process also differs at these two planes. Thus the ratio of basal plane to edge planes determines electrochemical performance of graphite electrodes. Different types of graphite such as highly oriented pyrolytic graphite (HOPG) and natural graphite have been used as anodes. Since the basal plane to edge plane ratios will differ in different forms of graphite, the SEI formation process will be different, as well as the chemical and physical properties of the SEI layer. In turn, these property differences will affect electrode performance during early life and the shape of the long-term capacity fade curve.

The SEI layer forms differently depending on composition and structure of carbon/graphite surface. The key factors for SEI formation are particle size, basal-to-edge-plane ratio, pore size, degree of crystallinity, and surface chemical composition (adsorbed species).\textsuperscript{132-133} The surface area of small particles is greater than that of large ones for the same weight. Smaller particle size generally causes more edge sites, as well as more SEI formation surface area. The decomposition on basal planes and edges differs because edge sites provide better reactivity than basal ones. Hence, electrolyte decomposition occurs at edge sites first. The edge sites are also the access points for lithium intercalation to graphene layers. Lithium ions diffuse along with solvent molecules and salts. At a potential lower than 0.2V vs. Li/Li$^+$, lithium intercalation into the graphene layers via edge sites begins.
Figure 1.6. Schematic of the lithium-ion intercalation process into and out of graphite [J. Yan et al.] Left: graphite particle showing turbostratic disorder of individual nano-scale regions of high order (crystallinity). Center: graphene layers of an individual crystallite showing edge and basal plane directions. Right: AB stacking of individual graphene layers where lithium ions intercalate between layers A and B. “Reprinted from Electrochimica Acta, 55, Jian Yan, Jian Zhang, Yu-Chang Su, Xi-Gui Zhang, Bao-Jia Xia, A Review of the State of Understanding of the Graphite Solid Electrolyte Interphase (SEI) and Its Relationship to Formation Cycling, 1787, Copyright (2010), with permission from Elsevier.”
This intercalation generates concentration differences inducing solvent and salt reactants to move towards the edge sites and decompose there if the edge sites are not fully occupied by the SEI layer. This process also results in a thicker SEI on edge sites than on basal planes.

Few studies have been reported on the effect of the graphite particle size distribution, porosity, surface roughness, surface chemistry and crystallinity.\textsuperscript{120, 132, 134-137} Graphite with low specific surface area tends to exfoliate more. As the surface area is decreased by heat treatment, the number of surface defects increases and the exfoliation tendency of the graphite further increases. Above a critical specific surface area of 0.2 m\textsuperscript{2}/g, the exfoliation tendency is suppressed in the absence of surface defects.\textsuperscript{120} Graphite particle sizes with surface areas of 1-5 m\textsuperscript{2}/g may mitigate exfoliation without introducing excessive irreversible capacity loss. The degree of graphite crystallinity is also an important factor in SEI formation, and highly ordered graphite is preferred for high-energy LIB anodes. When the particle size is small, irreversible capacity loss increases due to larger surface area for lithium inventory loss during SEI formation (a side benefit, though, is that the power density increases with smaller anode particle size). Increasing graphite size is one way for lower irreversible capacity loss and higher energy density, but large particle sizes increase the probability of exfoliation.

Chemical composition on carbon/graphite surfaces may also affect the exchange current density and potential for SEI formation, as well as wettability of electrolyte, chemical adhesion between carbon and the SEI layer after decomposition, and between carbon and electrolyte before decomposition.\textsuperscript{64, 93, 138-144} The presence of oxygen species on graphite surfaces increases the reduction potential vs Li/Li\textsuperscript{+} and helps early SEI formation before lithium intercalation. The presence of these species has been shown to be vital in SEI formation by serving as nucleation sites for electrolyte decomposition, and a lack of them can hinder the decomposition reactions and increase the exfoliation of the graphene layers.\textsuperscript{145} Oxygen species on graphite surfaces can be attached by heat treatment in various environments. Natural graphite usually has oxygen-containing species on its surface, although the degree of crystallinity may not be that high. To increase it, calcination in air produces more crystallites and increases the adsorbed oxygen-containing species.

**Effects of electrolyte composition on SEI formation**

LIB liquid electrolytes are commonly composed of a combination of low-molecular-weight organic solvents like ethylene carbonate (EC), dimethyl carbonate (DMC), diethyl carbonate (DEC), ethyl methyl carbonate (EMC), or propylene carbonate (PC) and lithium salts like LiPF\textsubscript{6} or LiBF\textsubscript{4}. Because of the high oxidation potential (4.7V vs. Li/Li\textsuperscript{+}) of these organic carbonates, SEI
formation is prevented on the cathode surface during charging. PC had historically been a widely used solvent because it is a liquid at cell operating temperatures and has a high dielectric constant ($\varepsilon=64$). The dielectric constant is an important indicator that predicts degree of salt dissolution. The drawback of using PC is severe solvent co-intercalation with lithium ions into graphite that exfoliates the graphene sheets, forming decomposition products within the sheets and releasing gases like propylene. Instead, EC is widely used because of its high dielectric constant ($\varepsilon=89$) and stable SEI formation, although its high viscosity and melting point of 36°C require thinning solvents such as DMC, DEC, and EMC. For example, 1-1.2M LiPF$_6$ in 1:1 wt ratio of EC/DEC is a common electrolyte composition. In mixtures of EC/DEC or EC/DMC, LiPF$_6$ dissolves well and yields ionic conductivities of up to ~10$^{-2}$ S/cm$^{-1}$, a high reduction potential of 1.3V vs Li/Li$^+$, and an oxidation potential of above 4.5V vs Li/Li$^+$. This combination results in excellent electrolyte properties, but it is highly flammable.

LiClO$_4$ has high ionic conductivity (5.6mS/cm in PC, 8.4 mS/cm in EC/DMC) and may form less resistive SEI layers than LiPF$_6$ and LiBF$_4$ due to no LiF decomposition. The drawback is thermal instability that the salt reacts with solvents at elevated temperature and it is explosive. LiBF$_4$ shows better thermal stability and less sensitivity to moisture than LiPF$_6$. But it was not commonly adopted in industry because of low ion conductivity (3.4 mS/cm in PC, 4.9 mS/cm in EC/DMC): about 40% lower than LiPF$_6$ (5.8 mS/cm in PC, 10.7 mS/cm in EC/DMC) and high resistance of SEI from LiBF$_4$ electrolyte.$^{147}$ Lithium Bis(trifluoromethanesulfonyl) imide (Li Imide) is highly ion-conductive (5.1mS/cm in PC, 9.0 mS/cm in EC/DMC) and thermally stable: no decomposition until 360°C. But it has a serious Al corrosion issue. LiAsF$_6$ is not adopted in industries because of concerns about the toxicity of As(V) although it has high ion conductivity. LiPF$_6$ is a well-known salt that is currently used in industries. It may not be the best in all requirements for an electrolyte but well balanced. In terms of safety, an inorganic electrolyte of LiBF$_4$ in 1-ethyl-3-methylimidazolium tetrafluoroborate (EMI-BF$_4$) is one alternative due to its higher boiling point than LiPF$_6$ in EC/DEC and non-flammability. EMI-BF$_4$ also has a higher oxidation potential, but its ionic conductivity is lower due to the high solvent viscosity. Lithium bis(oxalato)borate (LiBOB) also has less thermal reactivity. It is used as a salt by itself or an additive in an electrolyte. LiBOB stabilizes the graphite structure effectively even in pure propylene carbonate (PC) and facilitates SEI formation on the surface of electrode materials. On the other hand, its solubility and conductivity in other common solvents such as EC and PC are inferior. However, these limitations are improved by using a more appropriate solvent such as dimethyl sulfite (DMS) with $\gamma$-butyrolactone ($\gamma$BL).$^{148-149}$

In order to enhance early and stable SEI formation on the graphite anode surface and to prevent exfoliation during the lithium intercalation, liquid additives are often used in organic electrolytes. The most commonly used additive is vinylene...
carbonate (VC), and it has lower reductive activation energy (13 kcal/mol) and higher reduction potential (1.05~1.4V Li/Li\(^+\)) than EC (24.9 kcal/mol and 0.65~0.9V Li/Li\(^+\), respectively) and PC (26.4 kcal/mol and 0.5~0.75V Li/Li\(^+\)).\(^{36,150-151}\) VC added to PC promotes reductive decomposition at potentials around 1.3V. About 3 wt% of VC is usually incorporated and improves cycle life and Coulombic efficiency by creating a more stable SEI layer. During the first charging step, VC in EC or PC increases the reduction potential by around 0.2V, so the solvent mixture decomposes earlier in the formation process than without VC, which starts building an enhanced SEI layer before lithium intercalation begins. When VC is used in EC, it is possible to have large portions of polymer species in SEI.\(^{152}\) Tasaki et al. investigated the reduction activation energy of various additives in the presence of a lithium anode.\(^{150}\) This study showed that reduction activation energy (energy difference between the reactant and its transition state) of VC is 13 kcal/mol, which is lower than that of EC (24.9 kcal/mol) and PC (26.4 kcal/mol) and indicates the tendency of VC to reduce easier than EC or PC. Regarding reduction potential, Yoon et al.\(^{153}\) reported reduction potentials of various additives including VC and N-substituted caprolactam (CL) derivatives. The reductions of CL, VC, and EC take place at 1.10V, 1.05V, and 0.65V vs. Li/Li\(^+\), respectively. Jung et al.\(^{154}\) also obtained similar results via DFT calculations and experiment and showed that EC (0.6V vs. Li/Li\(^+\), -55.9 kJ/mol Gibbs free energy of reduction) has lower reduction potential than VC (0.75V vs. Li/Li\(^+\), -160.0 kJ/mol Gibbs free energy of reduction), which agrees with the calculations of Tasaki et al. On the other hand, Wang et al.\(^{155-156}\) found different results from a polarized continuum model in calculating reduction activation energy of (EC)\(_n\)Li\(^+\)(VC), n=1-3. Ring-opening barriers of EC (8.8~11.1 kcal/mol) were found to be lower than that of VC (20.1~21.1 kcal/mol) for reduction reactions, and a major conclusion was that EC decomposes more readily than VC because VC acts as a stable anion intermediate and assists nearby EC reduction. Although the calculations from Wang et al.\(^{156}\) yielded slightly different results, agreement was found that VC increases solvent reduction reaction rates. Considering reduction potential, reaction enthalpy and activation energy, VC is reduced before EC and PC do during a reduction cycle (charge) although the reduction products of VC may not be as stable as those of EC and PC.\(^{153}\) In industry, many different proprietary additives are used in even more combinations together with variations on the formation protocol, and the resulting SEI structures are closely guarded.
Relationship between electrolyte decomposition reactions and LIB formation protocol.

In 1979, Peled first used the term solid electrolyte interphase (SEI) for the LIB anode passivation layer, and, in 1990, Dahn et al. discovered the advantage of using EC in the electrolyte for forming the SEI. Before the use of EC was commonplace, PC was the most widely used LIB electrolyte solvent, which was highly compatible with lithium metal anodes. Early LIBs implemented lithium anodes, but dendrite growth was a problem in terms of safety and long-term performance. Once the discovery of graphite as a safe, high-performing anode intercalation material was made, its major drawback was also quickly discovered. PC easily co-intercalates with lithium ions and exfoliates the graphene layers during electrolyte decomposition, while also releasing propylene gas. Attention shifted to using amorphous carbons having little crystallinity because they tended to exfoliate much less in PC based electrolyte solutions and showed good reversible capacity. The problem with these materials, though, was high initial capacity loss due to thick SEI layer formation. When Dahn et al. found that EC reduced the first-cycle capacity loss (due to a much thinner SEI layer formation) and increased the stability of the SEI by mitigating exfoliation of graphite, solvent mixtures high in EC concentration were mainly used. As the appreciation of having a stable, durable SEI has grown since the early 1990s, much effort has been dedicated to: 1) improving its formation by using additives that result in better SEI-layer architectures; 2) modifying the anode surface for improving exchange current density and charge-discharge reaction kinetics; 3) implementing charge-discharge cycles that enhance layer formation; and 4) developing alternative electrolytes that result in less lithium inventory loss during formation.

Current densities, cut-off voltages, and temperatures used during formation cycling have all been shown to have a profound effect on the chemical and microstructural properties of the SEI layer. It starts to form around 0.8 V vs Li/Li⁺, and the thickness gradually increases until around 0.3V vs Li/Li⁺. At higher charging anode potentials vs Li/Li⁺, the SEI is composed of loosely aggregated organic components with lower ionic conductivity. As the anode potential drops, the SEI becomes more compact and begins to contain inorganic components with higher conductivity. The kinetics of the different SEI forming reactions can be exploited by varying the current densities and temperature. At higher current densities, the formed SEI has a more porous nature with high electronic and ionic conductivity. At lower current densities, the formed SEI is denser with lower electronic conductivity and higher ionic conductivity, which is the main reason formation protocols have historically required extremely low first-charge (and even low second and third charge) rates. Elevated temperature also enables formation of a stable SEI.
Few studies have been reported on electrolyte wetting of electrodes, although it is an important factor for reducing SEI formation time and manufacturing resources that directly affect LIB pack cost. In fact, wetting takes the majority of cell production time and involves many of the latter manufacturing steps such as addition of insulators, seals, and safety devices\textsuperscript{7}. It takes many hours for electrolyte to completely wet the separator and reach the smallest pores of the electrodes\textsuperscript{15}, and studying wetting transport phenomena without a complete cell assembly facility is difficult.

Wetting electrodes (at low vacuum pressures during electrolyte filling and subsequently at elevated temperature after cell sealing) with electrolyte and forming SEI layers requires \(\sim 0.5\) - 2 weeks for the entire process\textsuperscript{7,15}. Wood et al. reported costs for a general wetting and formation process, which showed the SEI formation can contribute up to $32-33/kWh of usable energy for the battery pack cost (out of a total cost of \(\sim \$500/kWh\)).\textsuperscript{15} Anode and cathode electrodes need to be fully wetted with electrolyte during the initial portion of formation cycling, which is the process of the first 1-2 successive, slow and shallow charge-discharge cycles of a cell’s life where the anode SEI layer is first formed. The initial wetting process is slow because the electrolyte has to permeate into all pores of the separator and electrodes in a near fully assembled cell. Evacuating gases out of the pores under high vacuum during cell assembly can accelerate infusion of the electrolyte and enable uniform distribution, although it requires more equipment and processing expense. Even under an evacuated condition, the smallest pores of the electrodes and separator may not fully wet unless they have a higher surface energy than the electrolyte. This situation is due to the competition between hydrodynamic forces at low pressure and non-wetting surface forces (the smaller the pore size, the lower the vacuum pressure needed to make a non-wetting liquid enter a pore). To avoid costly and time-consuming vacuum pumping, both electrodes (and the separator) should have high wettability of the electrolyte for full active material utilization during the formation cycling process. The formation process cannot commence until full wetting of all component porous volume is achieved. Wettability of the electrolyte into the electrode pores can be enhanced by lowering surface tension of electrolyte with an additive(s) or by increasing the composite surface energy of the electrode. Stable SEI formation also requires proper charge-discharge protocols that involve significant time due to slow charge rates between C/5 and C/20.\textsuperscript{15} Simply increasing charge rates for fast SEI formation results in incomplete, non-uniform, electrochemically unstable layers or deposits,\textsuperscript{121,171-173} thereby lowering cell efficiency, durability and safety. Similarly, insufficient electrolyte wetting leads to a low-quality SEI layer, inactive surface area, and/or premature cell performance degradation.

Electrolyte wetting and charge rate, particularly first-charge rate, are highly interlinked by a symbiotic electrochemical and mass transport relationship. In
order to reduce formation time without losing cell performance, it is pertinent to fully review the current understanding of the SEI formation process, composition, morphology, structure, and their combined effects on both short-term (irreversible capacity loss) and long-term performance (capacity fade). During SEI formation, lithium ions react at extremely electro-reducing potentials (close to 0 V vs. Li/Li\(^+\)) with electrolyte solvents and salts and anode electrons via electro-reduction reactions during charging. The reduced reactants precipitate and form the passive anode SEI layers, and reported reactions are enumerated in Table 1.2. SEI formation takes place mainly during first charging due to abundant electron availability to the electrolyte constituents because of negligible electrical resistance on the anode active material surface. The reduction processes for EC and PC on a charging graphite anode are very similar, yielding similar SEI chemical compositions, but the layers behave differently during subsequent charge-discharge cycles (i.e. irreversible capacity loss and capacity fade) due to different bulk properties (i.e. thickness, porosity, tortuosity, etc.) of the reduction species.\(^{140, 174-175}\)

An electrolyte system with LiPF\(_6\) dissolved in an EC:DMC mixture is mostly stable above 1V vs. Li/Li\(^+\)\(^{55, 65, 154}\), and no significant decomposition occurs. At potentials below 1V vs. Li/Li\(^+\), minor decomposition of the electrolyte species may occur, depending on the surface chemistry and morphology of graphite and the nature of electrolyte additives. Temperature and charge rate below this potential threshold also affect the decomposition reaction rates and products\(^{113-114, 125}\). Disordered carbonaceous structures have a broader range of decomposition potentials than highly oriented ones because of differing reaction site energetics.\(^{64}\) Graphite surface coatings or modifications can also alter the decomposition potential range. In some cases, minor amounts of highly resistive LiF precipitates can form in the SEI above 1V vs. Li/Li\(^+\) due to the stability of PF\(_5\) in a compact polar solvent such as EC.\(^{92}\) This LiF is sometimes detected during the early stages of electrolyte decomposition in nanometer-sized crystallites.\(^{55}\) PF\(_5\) is known as a strong Lewis acid that can also react with traces of water to produce HF, eliminate alkyl carbonate from lithium alkyl carbonate, and react with solvent carbonyl groups to produce insoluble ether-containing species.\(^{17, 92, 145}\) At higher anode potentials, decomposition products like LiF are usually generated on graphite edge plane sites, which are preferable for nucleation due to a lower energy requirement than on basal plane sites. Fortunately LiF generation is kinetically slow and the amount of decomposition is small above 1V vs. Li/Li\(^+\).

It is well accepted that most of the SEI layer formation takes place within the potential range of 0.2-1.0 V vs. Li/Li\(^+\). However, the formation mechanism(s) is highly debated. There have been two different concepts on the SEI formation process hypothesized, although their final structures are mostly alike. One
concept follows a one-electron transfer to the electrolyte at high potential and a multi-electron transfer at low potential.\textsuperscript{55, 145}

In other words, “bulk” lithium compounds (precipitates) are first partially reduced at high potential by a one-electron process due to insufficient electrons with low electron transfer resistance from electrode to electrolyte for complete reduction. At low potential, “compact” lithium compounds are generated from further reduction of preexisting bulk lithium-containing precipitates on the anode surface, or directly by complete reduction of lithium compounds in electrolyte driven by high energy at low potential. The second concept supposes little or no precipitates preoccupying the anode graphite surface at high potential. Hence, electrons can transfer to electrolyte constituents without interference from resistive interfacial compounds. This high electron transfer rate induces compact lithium compound formation at higher potentials, and, as the potential is lowered and the decomposition layer thickens, electrolyte solvent molecules are gradually reduced. Subsequently, partially reduced bulk lithium compounds precipitate on top of the resistive compact layer to a greater extent as the potential reaches \(~0.2\) V vs. Li/Li\textsuperscript{+}.

Proponents of both hypotheses agree that major SEI formation begins around \(0.8\) V vs. Li/Li\textsuperscript{+}, but it can be higher for certain highly porous carbonaceous active materials.\textsuperscript{131} In an ideal situation, the SEI formation will occur prior to lithium intercalation, which prevents co-intercalation of electrolyte constituents. For highly oriented graphite, lithium intercalation occurs at \(0.2\) V vs. Li/Li\textsuperscript{+} or less, but it can start at slightly higher potentials in disordered or porous carbons.\textsuperscript{64, 116, 131} Within the potential range of \(0.6\)-\(0.8\) V vs. Li/Li\textsuperscript{+}, electrons at the graphite surface transfer to the liquid electrolyte containing solvated lithium ions. These cations diffuse towards the graphite particles with an average of four strongly coordinated solvent molecules and an uncoordinated PF\textsubscript{6}\textsuperscript{−} anion.\textsuperscript{118} Uncoordinated solvent molecules are less likely to accept an electron because they are more stable than those associated with lithium ions. Most decomposition products from electro-reduction precipitate on the anode surfaces, while minor amounts diffuse back into the liquid phase and eventually re-precipitate elsewhere.

Decomposition reactions prefer graphite edges because these sites usually include defects that are unstable and tend to be highly reactive. As the reaction rate on edge sites slows due to an increase in the coverage of precipitates, decomposition takes place on basal planes as well. These electrolyte decomposition reactions are irreversible and result in loss of lithium ions (cathode lithium inventory), solvent molecules, and salt anions (see Table 1.2 and Figures 1.7-1.10).\textsuperscript{145}
<table>
<thead>
<tr>
<th>Reaction group</th>
<th>Reaction index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethylene carbonate (EC)</td>
<td><strong>One-electron reduction</strong></td>
</tr>
<tr>
<td></td>
<td>E1[^58^, 79^, 109^, 113^, 164^], E2[^145^, 155^], E3[^145^, 155^], E4[^145^, 155^], E5[^155^], E6[^58^, 79^, 109^, 113^]</td>
</tr>
<tr>
<td></td>
<td><strong>Two-electron reduction</strong></td>
</tr>
<tr>
<td></td>
<td>E9[^155^, 165-166^], E10[^58^, 62, 66, 79, 109, 150, 155, 165-167^], E11[^55, 145, 155^], E12[^55, 60, 62, 79, 91, 125, 155^]</td>
</tr>
<tr>
<td></td>
<td><strong>Secondary reaction</strong></td>
</tr>
<tr>
<td></td>
<td>E13[^145^, 168^], E14[^145^], E15[^145^, 167-168^], E16[^145^, 167^], E17[^145^], E18[^145^, 167-168^], E19[^165-166, 168^], E20[^125^]</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Propylene carbonate (PC)</td>
<td><strong>One-electron reduction</strong></td>
</tr>
<tr>
<td></td>
<td>P1[^37^, 58, 126, 164^], P2[^109, 126^], P3[^37^, 126^], P4[^37^, 42^], P5[^58, 109, 126^], P6[^109^]</td>
</tr>
<tr>
<td></td>
<td><strong>Two-electron reduction</strong></td>
</tr>
<tr>
<td></td>
<td>P8[^17^, 58^], P9[^58^, 79, 126^], P10[^17^, 168^]</td>
</tr>
<tr>
<td></td>
<td><strong>Secondary reaction</strong></td>
</tr>
<tr>
<td></td>
<td>P11[^165^, 168^], P12[^104^, 168^], P13[^165^, 168^], P14[^37^, 104^, 168^], P15[^17^, 165, 168^], P16[^125^, 165-166^], P17[^37^]</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear carbonate (LC)</td>
<td><strong>One-electron reduction</strong></td>
</tr>
<tr>
<td></td>
<td>L1[^166-167^], L2[^164^]</td>
</tr>
<tr>
<td></td>
<td><strong>Two-electron reduction</strong></td>
</tr>
<tr>
<td></td>
<td>L3[^62, 91^], L4[^62, 91^]</td>
</tr>
<tr>
<td></td>
<td><strong>Secondary reaction</strong></td>
</tr>
<tr>
<td></td>
<td>L5[^165^, 167-168^], L6[^165^, 167-168^], L7[^17^], L8[^17^, 104, 165-166, 168-169^], L9[^17, 145^]</td>
</tr>
<tr>
<td>Salt</td>
<td><strong>One-electron reduction</strong></td>
</tr>
<tr>
<td></td>
<td>S1[^17^, 91-92, 145, 165-170], S2[^55, 165-167^], S3[^17^, 60, 145, 165-169^], S4[^165-168^], S5[^91-92^], S6[^17^], S7[^91^]</td>
</tr>
<tr>
<td></td>
<td><strong>Two-electron reduction</strong></td>
</tr>
<tr>
<td></td>
<td>S8[^17^, 42, 60, 104, 165, 168^], S9[^17^, 42, 104, 165, 168^], S10[^42, 104^], S11[^165-166^]</td>
</tr>
</tbody>
</table>
Figure 1.7. Ethylene carbonate (EC) reduction process (reference groups in parentheses; details are shown in Table 1.2).
Figure 1.8. Propylene carbonate (PC) reduction process (reference groups in parentheses; details are shown in Table 1.2).
One-electron reduction reaction

\[
\begin{align*}
\text{LC} & \quad \text{(DMC, DEC)} \\
\text{R}^+ - \text{O}^\circ - \text{O}^- \quad \text{e}^- , \text{Li}^- & \quad \text{R}^- \\
& \quad \text{L}^+ \quad \text{L}^+ \\
\text{R}^+ & \quad \text{R}^- \\
\text{L}^+ & \quad \text{L}^+ \\
\end{align*}
\]

Two-electron reduction reaction

\[
\begin{align*}
\text{LC} & \quad \text{(DMC, DEC)} \\
\text{R}^+ - \text{O}^\circ - \text{O}^- & \quad 2\text{e}^- , 2\text{Li}^- \\
& \quad \text{L}^+ \quad \text{L}^+ \\
& \quad \text{R}^- \\
& \quad \text{L}^+ \\
& \quad \text{L}^+ \\
\end{align*}
\]

Secondary reaction

\[
\begin{align*}
2\text{HF} & \quad \text{L}^+ \quad \text{L}^+ \\
& \quad 2\text{LiF} \quad \text{D-O} \quad \text{OH} \\
\end{align*}
\]

\[
\begin{align*}
\text{HF} & \quad \text{L}^+ \quad \text{L}^+ \\
& \quad \text{LiF} \quad \text{R} \quad \text{O} - \text{C} \quad \text{CH} \\
\end{align*}
\]

\[
\begin{align*}
\text{HF} & \quad \text{L}^+ \quad \text{L}^+ \\
& \quad \text{LiF} \quad \text{R} \quad \text{OH} \quad + \quad \text{CO}_2 \uparrow \\
\end{align*}
\]

\[
\begin{align*}
\text{LC} & \quad \text{LC}, \text{H}_2\text{O}, 2\text{Li}^- \\
& \quad \text{L}^+ \quad \text{L}^+ \\
& \quad 2\text{R} \quad \text{O} \quad \text{CH} \quad + \quad \text{CO}_2 \uparrow \\
\end{align*}
\]

\[
\begin{align*}
\text{EC} & \quad \text{PF}_5, \text{or heat} \\
& \quad \text{L}^+ \quad \text{L}^+ \\
\end{align*}
\]

Figure 1.9. Linear carbonate (LC) reduction process (reference groups in parentheses; details are shown in Table 1.2).
Figure 1.10. Electrolyte salt reduction process (reference groups in parentheses; details are shown in Table 1.2).
Below 0.6V vs. Li/Li⁺, a much greater extent of electrolyte decomposition takes place. Dense inorganic lithium compound formation (i.e. LiO₂, Li₂CO₃ and LiF) is highly favorable at edge sites because of low electronic resistance to reducing solvent-coordinated lithium ions. Some less dense inorganic species such as lithium alkali carbonates and other organic species generally decompose on basal planes where reactions are less favorable. Since electronic resistance increases when a dense inorganic film is present on the graphite surfaces, subsequent decomposition onto the inorganic compounds will involve only partial reduction resulting in precipitation of loosely aggregated compounds such as lithium alkyl carbonates, or polymers. A portion of the lithium alkyl carbonate can be further reduced to form LiO₂ or Li₂CO₃ and release ethylene (from EC), propylene (from PC), or CO₂ gases. The release of these gases may cause cracks in the existing SEI layer or even expose new anode graphite surface to electrolyte for further SEI decomposition reactions (further consuming lithium inventory).

A second or even third formation charging is usually needed to completely form a stable SEI layer for long LIB lifetimes. These subsequent charging half-cycles are often at progressively faster C rates.

**Prospects for improving SEI properties and reducing formation time**

Reducing LIB formation protocol time is necessary to lower production cost of cells (and ultimately packs) and manufacturing capital costs. The process currently lasts from about 4-5 days up to ~2 weeks depending on the cell chemistry, and it consumes a great deal of process energy (low-grade heat and electricity). In addition, it is also a substantial process bottleneck unless an inordinate amount of formation cyclers is used. SEI formation time can be reduced four ways: 1) by mixing additives into the electrolyte to form the SEI compounds more quickly and/or alter the overall composition of the SEI layer; 2) by modifying the anode graphite surface chemistry or substitution of the inactive binder and conductive additive materials with those having better wettability; 3) by charging and discharging the cells at higher rates within certain portions of the operating voltage window; and 4) by increasing the cell temperature during wetting and SEI formation.

Besides the popular vinyl carbonate (VC) additive, fluoroethylene carbonate, diphenyloctyl phosphate, acetyl caprolactam, 3-fluoro-1,3-propane sulfone, prop-1-ene-1,3-sulfone, and others have been proposed recently. These chemicals show different advantages over VC with respect to SEI composition and stability and cell lifetime, yet they have not been shown to save time during the formation cycling process. Developing or discovering an additive with an
even higher reduction potential and high reactivity could result in reduced SEI formation time.

Anode active material surface coatings and chemical modifications can also improve SEI layer properties.\textsuperscript{144, 176} The volume change of carbonaceous materials during lithium intercalation is much lower when compared to other anode materials such as Al, Si, Sn, and Sb.\textsuperscript{43} It has been found that an increase in disordered carbon anode surface oxygen resulted in low graphite exfoliation and stable SEI formation.\textsuperscript{135, 143, 177-178} Using this property, a thin carbon coating on graphite can be implemented for improving capacity retention. Non-graphitic carbons do not undergo exfoliation to a great extent, but their first-cycle irreversible capacity loss is much higher due to greater surface area. When graphite is used without a carbon coating, reversible capacity is lower; however, once coated by a high-surface-area disordered carbon, reversible capacity increases because the majority of the SEI layer forms within the thin coating. This surface modification tends to prevent extensive graphite exfoliation.\textsuperscript{96, 136, 179}

It is plausible that SEI compounds differ not only depending on the reaction sites, such as edges vs. basal planes, but also depending on the initial surface elemental composition. Initial precipitates on the non-oxidized graphite surfaces are likely different from those on oxidized surfaces, which could affect subsequent precipitation. Other surface modifications of various types of anode graphite have shown significant effects on SEI formation.\textsuperscript{93-94, 136-138, 179-181}

Generally, a high charging rate during the first cycle results in a porous and highly resistive SEI layer, while a low charging rate results in the opposite SEI characteristics. It has been found that for a 0.5C charging rate during SEI formation, capacity retention at room temperature operation was negatively affected.\textsuperscript{113} Also, when the cell temperature was held above 40°C, capacity retention was even more negatively affected for a 0.5C SEI formation charging rate.\textsuperscript{114} Hence, a first charging rate between 0.05C and 0.2C is preferred for stable SEI formation. In some cases, though, high charging rate can be beneficial to SEI formation. For example, when TIMREX\textsuperscript{®} SFG44 graphite was heat-treated in an inert gas at 3000°C, a high charge current of 320mA/g (~1C), showed better reversible capacity in 1M LiPF\textsubscript{6} EC/DMC than a much lower charge current of 10mA/g (~0.03C).\textsuperscript{122} In this case, high current decomposed the electrolyte faster than solvents could intercalate into graphene sheets and cause exfoliation. Low charging rates may be beneficial for SEI formation, but they slow cell production rates and increase production cost and plant capital expense. Building a stable SEI with a charging rate greater than 0.5C may require a great deal of further effort on developing proper additives, optimizing cell temperature, and modifying the anode surface chemistry.
At higher temperatures, SEI formation may also be accelerated. SEI layers formed at temperatures around 40°C tend to have more compact lithium precipitates, such as Li$_2$CO$_3$ and Li$_2$O, rather than softer, organic precipitates like ROCO$_2$Li. However, high temperature may induce LiF precipitation from fluorine containing salts.

Recent progress in SEI layer studies and prospects for future understanding

Computational studies

Overview of molecular dynamics (MD) and density functional theory (DFT) studies

Molecular dynamics (MD) and density functional theory (DFT) simulation methods have been used to understand the intricate relationship between the SEI layer and electrolyte. The MD approach uses atomic force calculations through solving Newton’s equations of motion and investigates dynamic movements and equilibrium of atoms and molecules primarily with potentials from semi-empirical relationships. While MD has provided detailed information on classical many-body problems, ab-initio molecular dynamics (AIMD) has extended MD capability by combining the Schrödinger wave equation with Newton’s equations. Certain interfacial reduction and oxidation reactions have been described in the literature using AIMD.$^{182-188}$ APPLE&P (Atomistic Polarizable Potential for Liquids, Electrolytes, & Polymers) is another many-body polarizable force field for MD simulations that can capture electrostatic interactions in polarizable environments. Binding energies between lithium ions and solvent molecules may vary with different theory levels of APPLE&P force fields. For example, M05-2X and B3LYP are common levels, which are thought to have overestimated lithium-ion/MECO$_3^-$ binding energy in lithium alkyl carbonate electrolytes. The M06-L, MP2, and G4MP2 levels, on the other hand, have shown similar, and more reasonable, binding energies.$^{189-191}$

Density functional theory (DFT) is more rigorous than MD, and the former is another computational approach in quantum mechanics that solves Schrödinger equation. It estimates the electronic structures in atomic and molecular systems, but it is limited to smaller simulation sizes than MD because of the associated computational intensity. One of the issues in using DFT is weak van-der-Waals-like forces of graphene layers, which can affect calculations for lithium-ion/solvent-molecule co-intercalation into graphite. Computed graphene interlayer binding energy significantly varies depending on DFT functionals.$^{192}$ Local-density approximation (LDA), a well-known and simple functional,
underestimates the binding energy of graphite interlayer as shown in Figure 1.11. The binding energies from experiments were 31-52meV/atom.\textsuperscript{193-195} Another issue in using quantum simulations is that the simulations are typically not suitable for estimating competing reactions.

DFT and MD mainly deal with Angstrom and nanometer length scales, respectively. Because of the small length scales and heavy calculation load, it is extremely difficult to fully combine electrode, SEI layer, electrolyte, and all of their interactions together into a single model. Hence, the computational literature on SEI formation and physical chemistry is comprised of reactions and molecular coordination of lithium ions with one or two types of molecules. In this section, some of the SEI-related calculations are discussed.

**Correlation of SEI with graphite**

Jorn et al. performed ab initio molecular dynamics simulations with graphite in LiPF\textsubscript{6}/EC electrolytes, while considering graphite basal and edge planes.\textsuperscript{196} In this study, the SEI layer was composed of Li\textsubscript{2}EDC (lithium ethylene dicarbonate) only or Li\textsubscript{2}EDC with different amounts of LiF. They found that edge planes could accommodate more Li ions than basal planes due to the broad range of EC orientations, which might cause different SEI formation processes and structures at the two types of reaction sites. Thicker SEI layers or higher HF contents in the electrolyte resulted in a higher lithium ion concentration in the vicinity of the SEI surface, promoting higher probability of lithium ion transport from solvent to SEI. DFT calculations also showed that irreversible capacity loss (ICL) on graphite surfaces, generally on edges, having dangling bonds is higher than that on graphite surfaces having H-terminated edges.\textsuperscript{197} This finding perhaps implies greater SEI formation thickness due to unstable graphite edges. Surface properties of graphite may also affect adhesion of the SEI to the graphite surfaces. DFT-MD simulations were carried out with probable SEI film components from EC-based electrolyte (Li\textsubscript{2}EDC) to see their adhesion to graphite having H-terminations.\textsuperscript{198} It was found that the adhesion to the H-terminated graphite was unstable in EC. Dissolution energies of Li\textsubscript{2}EDC in EC were +12.2 kcal/mol.

There have been other computational approaches to understanding SEI formation and lithium-ion/solvent co-intercalation into graphene layers. DFT and MD simulations showed that half-distances between C-C (graphene) interlayers were 0.59 nm for Li\textsuperscript{+}(EC)\textsubscript{72}, 0.69 nm for Li\textsuperscript{+}(EC)\textsubscript{4}C\textsubscript{72}, 0.70 nm for Li\textsuperscript{+}(PC)C\textsubscript{72}, and 0.85 nm for Li\textsuperscript{+}(PC)\textsubscript{4}C\textsubscript{72} when no ring openings of EC or PC were assumed.\textsuperscript{199} Half-distances between C-C interlayers were 0.325-0.335 nm with no lithium ions or solvent molecules and 0.356-0.376 nm for LiC\textsubscript{6}.\textsuperscript{199-202} If there were ring openings of EC or PC, the difference between the associated EC and PC C-C distances would be little because the PC methyl group would have free
rotation after the ring opening. For the case where the PC and EC molecules would not undergo ring opening during co-intercalation, Li⁺(PC)_n and Li⁺(EC)_n could cause graphite disintegration by widening the C-C layers (which experience only weak van der Waals forces), and since Li⁺(PC)_n is more massive than Li⁺(EC)_n, the probability of this disintegration process could be higher for Li⁺(PC)_n than Li⁺(EC)_n.

**Reduction reactions**

Most reduction processes take place between 0.9V and 0.2V vs Li/Li⁺ on highly ordered graphite, but salt products may decompose at higher voltages according to one DFT study. LiF formation, deposition, and radical recombination were found to occur near 2V vs Li/Li⁺ before the main solvent reduction reactions below 0.9V vs. Li/Li⁺ for FEC or below 0.6V vs. Li/Li⁺ for EC. In the case of EC and PC based electrolytes, reduction energies of Li⁺(EC)_4 were 8 kcal/mol lower than Li⁺(PC)_4, which implies that Li⁺(EC)_4 is more prone to reduction than Li⁺(EC)_n. Statistical and surface analyses also showed that smaller molecular-weight compounds and salt decomposed on the anode surfaces in the presence of electrolyte, followed by long-chain oligomer compounds.

For the case of 1M LiPF₆ with different binary solvents such as EC:EMC, EC:DMC, or EC:DEC (1:2 volume ratio), in-situ experiments showed the released gases were in the following order of amount: C₂H₄>CO>CH₄>C₂H₆>CO₂. Contrary to these experimental findings of greater CO than CO₂, a particular DFT study showed different results. Calculations using the hybrid-level functionals B3LYP with basis set 6-311++G(d,p) showed that EC strongly coordinated with the PF₆⁻ anion and was prone to oxidation to the EC radical cation on cathode via 1-electron transfer. The EC radical cation was subsequently reduced on the anode and produced CO₂, aldehyde, and oligomers of alkyl carbonates. CO₂ was generated to a greater extent than CO due to the high activation energy for CO.

Regarding the common VC additive, DFT based MD simulations from Ushirogata et al. showed that VC reacted with an EC anion radical causing a one-electron reduction of EC, which implies that VC assists the EC reduction process. Although exactly how VC decomposes is not yet clear, experimental and computational agreement has been found that VC increases solvent reduction reaction rates.

**SEI layer composition and ion diffusion**

A molecular dynamics study from Kim et al. showed that Li₂CO₃ and Li₂O were the main SEI components on anodes when EC and DMC were used as the electrolyte solvents.
Figure 1.11. Interlayer binding energy of graphite as a function of interlayer separation calculated by LDA, GGA and five different vdW functionals. Reproduced from Ref. 192 with permission from The Royal Society of Chemistry.
SEI layers were found to form at about 1 V vs. Li/Li⁺, and they were composed primarily of inorganic components close to the anode surface and primarily of organic ones close to the liquid electrolyte. In these simulations, however, lithium metal was considered as the anode instead of graphite. It should also be noted that the presence of electrolyte salts were not considered, and reaction gas products from the inner portion of the SEI were not allowed to diffuse outward into the liquid phase (these gases would be removed under real-world formation conditions). Hence, actual SEI layers are composed of somewhat different compounds than these particular calculated ones.

Lithium ion transport in Li₂EDC, a common component of SEI layers, was studied by EIS experiments and MD simulations with APPLE&P force field and G4MP2 and MP2 levels. The conductivity of Li₂EDC at room temperature was found to be 10⁻⁹ S/cm from EIS analysis and 2×10⁻¹⁰ – 10⁻⁸ S/cm from MD simulation. The calculated activation energy ranged from 64-84 kJ/mol at 393K, indicating that lithium ion transport exhibited a hopping mechanism at high temperature.

**SEI on anode metalloid or metal oxide**

Metalloid or metal oxides, especially SiOₓ and SnOₓ, are regarded as prime candidate materials for high-energy batteries due to high theoretical capacity and earth abundance, despite Si and Sn having higher operating potentials than graphite (around 0.4V and 0.6V vs. Li/Li⁺, respectively). One of main problems, however, is that these two materials suffer from extreme volume changes during lithium intercalation and deintercalation, leading to: 1) extensive, unstable, and thick SEI formation; 2) poor long-term mechanical properties; and 3) severe capacity fade.

In order to build stable SEI layers on these materials, research has concentrated on a combined materials approach such as Si alloys, Sn alloys, Si-C or Sn-C composites, Sn or Si composites with carbon nanomaterials, Mo-C or Ni-C, or mixing with graphene. For these solutions, volumetric capacities drop to half of those of pure Si or Sn, but the reductions in capacity still result in anodes with much higher specific capacities than graphite. Volume changes on these compositied and blended materials also become smaller, making the formed SEI layers more chemically stable and longer lasting. Coating Al₂O₃ on these materials also mitigates volume changes.

Lithium metal is also being reconsidered as a possible anode candidate because it has the highest specific capacity, but it suffers from significant safety concerns related to lithium dendrite growth into and through the separator (electrical shorting). One reason this degradation and potential failure mechanism occurs is...
because the SEI layer is not uniform and tough enough to prevent dendrite growth. Some of the proposed ways to prevent lithium dendrite growth are hollow carbon nanospheres covering surface of lithium anode, adopting an alternative salt, and electrolyte additives.

**Additives**

Some additives having fluorine can also improve SEI formation on metal anode materials. For example, FEC has moved to the forefront as an attractive additive since it improves SEI layer properties and cell cycle life of metal anode systems. It is especially effective when the metal particles are nanoscale. Studies on understanding FEC’s effect on metal anode formation mechanisms are currently ongoing.

In general, most additive research focuses on forming stable and robust SEI layers. Zhu et al., on the other hand, used polyfluoroalkyl compounds as an additive to build a micelle-like SEI layer on an anode electrode. The heads of the additive decompose on the electrode surfaces and solvophobic tails point outwards towards the electrolyte. They found 4-(perfluoroctyl)-1,3-dioxolan-2-one improved capacity retention and lowered impedance in high voltage lithium ion batteries. These pre-formed SEI layers were found to protect the cathode from electrolyte decomposition as well as the anode. They also tested lithium difluorooxalatoborate, triphenylamine, and 1,4-benzodiozane-6,7-diol as a combined additive and obtained improved capacity retention and lowered impedance for a Li$_{1.2}$Ni$_{0.15}$Mn$_{0.55}$Co$_{0.1}$O$_2$ (TODA HE5050)/graphite cell.

PC as an electrolyte solvent has excellent properties with the exception of exfoliating the graphite during unstable SEI formation. Wagner et al. improved anode SEI formation by using methyl vinyl sulfone (MVS) and ethyl vinyl sulfone (EVS) additives in PC. These additives decomposed on graphite and built protective SEI layers before PC could intercalate and react because MVS and EVS have 1.3 eV and 1.2 eV lower LUMO energies, respectively, than PC. Unlike these “active” additives that decompose on the anode, there are other additives that prevent decomposition during cycling. For example, Chrétien et al. mixed both LiF and glyme additives (CH$_3$O(CH$_2$CH$_2$O)$_n$CH$_3$) in the electrolyte to inhibit side reactions. Glymes and lithium salt compounds are more electrochemically stable than ethers and have high oxidation potentials close to 4.7 V, allowing high-voltage operation with NMC.
**Prospects for future understanding**

LIBs for high energy or high power demands like vehicle application require high capacity, high capacity retention, high voltage operation, low cost, low weight and volume, etc. All of these requirements are deeply related to SEI layers. Regarding capacity and capacity retention during the first few charge cycles, batteries lose approximately 10 to 15% of their capacity due to initial anode SEI formation. Afterword, irreversible capacity loss continues due to gradual SEI deposition during long-term cycling, although it is far less than the loss during initial SEI formation. The capacity loss percentage and initial SEI properties vary depending on formation conditions such as anode material surface area, surface properties of the material, anode-to-cathode capacity ratio, temperature, charge rate, charge depth, surface properties of the anode materials, salt/solvent properties, additives, and impurities. Detailed information about the effects of these properties and conditions can be found in previous sections of this paper.

High-voltage operation of LIBs does not significantly affect anode SEI formation directly, but it does have indirect effects. Cathode materials designed for operation at high cell potential (i.e. overcharged NMC or LMR-NMC) release cathode constituents (mostly Mn, some Ni, and a minor amount of Co) into the electrolyte that diffuse through the separator to the anode side, and in turn, induce more SEI formation by increasing the electron conductivity of SEI layer. High-voltage operation of cells also causes electrolyte instability (oxidation) on the cathode surfaces, and a SEI-like layer forms at the cathode that is chemically less stable than its anode counterpart. Hence, under these cell operating conditions, cell impedance increases due to both changes in the anode SEI layer and excessive growth of the cathode SEI layer.

**Summary**

This paper comprehensively reviews the science of SEI layer formation on carbon/graphite anode surfaces in the LIBs, including structure, morphology, chemical composition, electrochemistry, formation mechanism, and formation cycling. In order to develop shorter, more robust LIB formation protocols, which are needed to reduce cell manufacturing cost and battery plant capital investment, a thorough understanding of the relationship between state-of-the-art SEI layer compositions and capacity fade are still needed. Furthermore, new formation protocols which develop ideal SEI layers (those that consume minimal lithium inventory during formation and reduce capacity fade during long-term cell operation) in shorter time periods will require an understanding of SEI layer evolution over the LIB life, a subject which is currently not well understood. It is understood and accepted, however, that the SEI is formed by the decomposition products of the electrolyte solvent molecules and lithium salt, and
it critically affects the short-term and long-term performance of the cell. The importance of the SEI layer was given in terms of first-cycle efficiency, capacity retention, and cell cost, as well as the state of understanding of the SEI formation mechanism and methods of analysis and characterization. Various factors that affect SEI formation were also discussed such as anode materials, surface properties, formation current density, electrolyte additives, and cell temperature.

The anode SEI layer covers the graphite surfaces and shields lithium ions from the electrolyte solution, which prevents further electrolyte decomposition. This shielding property enables reversible capacity during extended charge-discharge cycling. However, the SEI formation process consumes lithium ions and electrolyte when generated, resulting in first-cycle irreversible capacity and lithium inventory losses. This irreversible capacity loss may continue if the SEI is not well formed by hindering electrolyte diffusion or allowing unwanted electron transfer from the graphite to the liquid phase.

SEI compositions and morphologies are complicated and differ depending on graphite surface properties, electrolyte, and formation conditions. Several modeling and experimental efforts are underway to address the correct pathways of these electro-reduction reactions and elucidate the debate within the LIB research community. SEI analysis is a challenging task due to its thickness being only ~3-100 nanometers and its delicate nature. A variety of traditional experimental techniques have been used for the electrochemical, morphological, and chemical analysis of the SEI layer.

The morphology and chemical makeup of an SEI is unique to the specific graphite surface and electrolyte solution pair, but it can generally be thought of as consisting of three layers: an outer porous, less-compact layer formed from the organic compounds near the liquid electrolyte zone; an inner more-compact inorganic structure adjacent to the graphite surface; and an intermixed layer with intermediate properties between the inner and outer layers.
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CHAPTER II
LONG-TERM LITHIUM-ION BATTERY PERFORMANCE IMPROVEMENT VIA ULTRAVIOLET LIGHT TREATMENT OF THE GRAPHITE ANODE
Abstract

Effects of ultraviolet (UV) light on dried graphite anodes were investigated in terms of the cycle life of lithium ion batteries. The time variations for the UV treatment were 0 (no treatment), 20, 40, and 60 minutes. UV-light-treated graphite anodes were assembled for cycle life tests in pouch cells with pristine Li_{1.02}Ni_{0.50}Mn_{0.29}Co_{0.19}O_2 (NMC 532) cathodes. UV treatment for 40 minutes resulted in the highest capacity retention and the lowest resistance after the cycle life testing. X-ray photoelectron spectroscopy (XPS) and contact angle measurements on the graphite anodes showed changes in surface chemistry and wetting after the UV treatment. XPS also showed increases in solvent products and decreases in salt products on the SEI surface when UV-treated anodes were used. The thickness of the surface films and their compositions on the anodes and cathodes were also estimated using survey scans and snapshots from XPS depth profiles. To understand chemistry changes on pristine anode right after UV treatment (before cell assemblies for any testing), pristine graphite powders and polyvinylidene fluoride (PVDF) films (components of anode) with and without UV treatment were individually analyzed. XPS analysis showed a 300% increase in atomic percentage of oxygen on graphite powder surfaces after the UV treatment; however, fluorine level decreased at the PVDF film by more than 10%. The PVDF film also expanded in thickness by 3.7% after the 40 min-UV treatment, indicating scissions at polymer backbones. The changes in PVDF weight, thickness, and fluorine atomic percentage from XPS peaks also indicated the release of fluorine compound gas (e.g., hydrogen fluoride and tetrafluoroethylene gas) after crosslink and scission at the PVDF polymer. Although UV light decomposed PVDF, it helped to increase the oxygen level on graphite, which, resulted in a thin SEI layer, low resistance, and eventually high
capacity retention. Hence, this chapter proved that UV treatment delivered more advantages than disadvantages.

**Introduction**

Lithium ion batteries (LIBs) are commonly used as power sources for portable devices. They are also a key to improving the economic and environmental sustainability of vehicles. Many automotive companies and research institutions worldwide are trying to produce affordable plug-in electric vehicles by reducing the cost, volume, and weight of LIBs while concurrently improving the batteries’ power, energy, and durability.\(^1\)\(^-\)\(^4\) Improving the performance of LIBs would aid the transition to a light-duty fleet of hybrid electric vehicles and plug-in electric vehicles, which could reduce oil dependence and greenhouse gas emissions.\(^5\)\(^-\)\(^7\)

During LIB production processes, the wetting and formation cycles are the most important processes affecting the quality of solid electrolyte interphase (SEI) formation, utilization of electrochemical redox reactions, and even cycle life.\(^8\)\(^-\)\(^9\) Particularly, because graphite is hydrophobic,\(^10\) the electrolyte wetting process takes from a few hours to a few tens of hours, depending on the size and number of battery cells. Because of the hydrophobic nature of graphite, electrodes, especially their pores, do not wet quickly with electrolyte. Thus, the use of a vacuum environment is preferred to accelerate electrolyte wetting into graphite electrode pores;\(^11\) this requires additional equipment and energy.

The surface of the graphite plays an important role in electrolyte wettability, reduction potential, and SEI formation.\(^8\)\(^,\)\(^10\)\(^,\)\(^12\)\(^-\)\(^13\) For example, heat or acid treatment of graphite surfaces changes oxygen levels and affects SEI formation and reversible capacity.\(^14\) Effects of other surface treatments on SEI formation have also been reported.\(^15\)\(^-\)\(^18\) Increasing hydrophilicity of hydrophobic graphite improves electrolyte wetting, especially in small pores.\(^19\) In the polymer industry, carbon nanotubes have been used as strength-enhancing materials in polymer structures,\(^20\) but the carbon nanotubes do not disperse well in the polymer matrix because their surfaces are hydrophobic like graphite. Collins et al. found that carbon nanotube surfaces exhibit extreme oxygen sensitivity,\(^21\) but Savage et al. and M. Lebron-Colon et al. showed that UV and acid treatment can control oxygen levels on these surfaces to improve hydrophilicity, resulting in better wettability.\(^22\)\(^-\)\(^23\) Naoi et al. study also showed that oxygen atoms on carbon surfaces interacted with lithium ion electrolyte more because they induce high electron density around oxygen atoms and polarities.\(^24\) This interaction may affect electrolyte wetting on the graphite surfaces. Oxygen atoms on graphite surfaces also seem to play an important role in stable SEI formation. According to heat treatment studies, heat-treated graphite particles under inert gas atmosphere resulted in low oxygen contents on the graphite surfaces and
exfoliations during formation cycles while the exfoliations were mitigated after they were oxidized again.\textsuperscript{25-26} Treatments with chemicals such as \textit{HNO}_3 and \textit{(NH}_2\textit{)}\textsubscript{2}\textit{S}_2\textit{O}_8 also increased oxygen levels on carbon particles and caused an increase in the reversible capacity.\textsuperscript{27} On the other hand, a recent study showed that natural graphite having high oxygen contents had less capacity retention than the graphite having lower oxygen contents. But, when the graphite further lost oxygen, the capacity retention slightly decreased, which, however, was still higher than the natural graphite.\textsuperscript{28} Hence, optimum oxygen content levels (or types of oxygen contents) on graphite surfaces seem to exist for the SEI formation and cycle life although types of oxygen functional groups on a graphite surface and their functionality are still not fully understood.

Since acid can destroy graphite structures, ultraviolet (UV) light in air atmosphere was chosen in this study to control oxygen levels on anode graphite surfaces. Furthermore, it is believed that the UV process can be inserted immediately following an electrode coating process so that the electrode can be continuously produced without a significant modification of other existing processes. To the best of our knowledge, UV treatment has not been used in battery applications although this technique is commonly used in carbon fiber reinforced polymer industries. UV light was applied to common graphite anodes to improve their wettability by the electrolyte and enable uniform and stable SEI formation and extended cycle life. Full cells in pouch form were prepared for preliminary testing with 600 aging cycles and detailed testing with 300 aging cycles. The graphite anodes were exposed to UV light for varying periods of time prior to the full cell assembly. \textit{Li}_{1.02}\textit{Ni}_{0.50}\textit{Mn}_{0.29}\textit{Co}_{0.19}\textit{O}_2 (NMC 532, also called NCM 523) cathodes without UV treatment were used as cathodes for all of the full cells. C-rate and cycle life tests were conducted for electrochemical performance evaluation. Electrochemical impedance spectroscopy (EIS) and x-ray photoelectron spectroscopy (XPS) were adopted to investigate resistance and analyze the surface elements, respectively. XPS depth profiles were used to estimate SEI thicknesses and compositions. Graphite particles and PVDF polymer were individually treated under UV light so that the effect of UV on each of them could be separated. XPS was used to analyze element changes on surfaces of graphite powders and PVDF polymer films. A high precision balance and caliper were used to measure weight and thickness changes of the materials.

\textbf{Experimental}

Anode and cathode electrodes were coated on one side of copper and aluminum foils, respectively, using a slot-die coater (Frontier Industrial Tech.). To avoid bending the single-side electrodes during cell assembly, a calendering process was not applied. The cell chemistry and construction are given in Table 2.1. To treat the graphite anodes, 5000-EC UV curing lamps (Dymax Corp.) were used.
Table 2.1 Cell information

<table>
<thead>
<tr>
<th>Composition</th>
<th>Electrode size (loading)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Anode</strong></td>
<td></td>
</tr>
<tr>
<td>Electrode: 92 wt % A12 graphite (ConocoPhillips), 2 wt % C-65 carbon black (Timcal), 6 wt % polyvinylidene fluoride (PVDF, Kureha 9300)</td>
<td>84.4 mm×56 mm×65 μm (6.18 mg/cm²)</td>
</tr>
<tr>
<td>Current collector: Copper foil</td>
<td></td>
</tr>
<tr>
<td>Tab: nickel</td>
<td></td>
</tr>
<tr>
<td>Calendering: No</td>
<td></td>
</tr>
<tr>
<td><strong>Cathode</strong></td>
<td></td>
</tr>
<tr>
<td>Electrode: 90 wt % Li_{1.02}Ni_{0.50}Mn_{0.29}Co_{0.19}O₂ (TODA America Inc.), 5 wt % powder grade carbon black (Denka), 5 wt % PVDF (Solvay Solef® 5130)</td>
<td>84.4 mm×56 mm×64 μm (12.27 mg/cm²)</td>
</tr>
<tr>
<td>Current collector: Aluminum foil</td>
<td></td>
</tr>
<tr>
<td>Tab: Aluminum</td>
<td></td>
</tr>
<tr>
<td>Calendering: No</td>
<td></td>
</tr>
<tr>
<td><strong>Separator</strong></td>
<td></td>
</tr>
<tr>
<td>Polypropylene–polyethylene–polypropylene (Celgard® 2325)</td>
<td>89 mm × 61 mm × 25 μm</td>
</tr>
<tr>
<td><strong>Electrolyte</strong></td>
<td></td>
</tr>
<tr>
<td>1.2 M LiPF₆ in EC:DEC (3:7 by weight, BASF)</td>
<td>–</td>
</tr>
</tbody>
</table>
The UV lamps had 400 W of output power (225 mW cm\(^2\)) and delivered concentrated light primarily in the UVA range, 320–390 nm wavelength, to achieve maximum UV penetration depths. In case of carbonate sand, UVB penetrates 100 µm depth with 90% of the incident intensity.\(^{29}\) Since UVA penetrates into a substrate more than UVB, UVA used in this study can penetrate through the 65 µm thick anodes with more than 90% of the incident. A12 graphite anodes were exposed to the UV light for different periods of time, 0 (no UV treatment), 20, 40, and 60 minutes. Contact angles of the anodes were measured using a goniometer (Model 260-F4, Ramé-Hart Instrument Co.). The electrode processing from powders to wet-coating-and-drying did not change since UV was applied to fully dried electrodes on current collectors.

All UV-treated anodes and pristine cathodes were kept in an evacuated oven in a dry room (RH 0.2% at 21°C) to minimize the moisture content in the electrodes until immediately before they were used for the cell assemblies. Each UV-treated anode was inserted into a pouch cell with a pristine NMC 532 cathode, an electrolyte consisting of 1.2 M LiPF\(_6\) in ethylene carbonate (EC):diethyl carbonate (DEC) (3:7 by weight), and a trilayer separator (Table 2.1). The cell assemblies were carried out in a dry room to avoid negative effects of moisture on the battery performance.\(^{30}\) The different electrode combinations of the pouch cells and their group names are listed in Table 2.2. Three UV-treated (60 minutes) and three untreated pouch cells were prepared for preliminary testing. After the preliminary testing, twelve additional pouch cells were prepared for four different combination groups with three cells in each group.

The pouch cells were tested using a battery tester (Series 4600, Maccor Inc.) connected with a temperature chamber (ESPEC Corp.) at 30 °C. The cells went through three formation cycles, C-rate performance tests, EIS to test initial resistance, cycle life testing (300 cycles), and EIS to test the resistance increase after cycle life testing. All charging and discharging were performed between 2.5 V and 4.2 V at different C-rates. Charge and discharge rates of C/20 were applied for formation cycles in which 1C was based on 160 mA g\(^{-1}\). For the C-rate tests, C/5 was applied until the voltage reached 4.2 V, followed by a constant voltage charge until the current dropped to C/20. Then the cells were discharged at various C-rates (e.g., C/5, C/2, 1C, 3C). After the C-rate tests, 1C charge and discharge rates were applied for 300 cycles for cycle life tests.

Impedance measurements were taken before and after the cycle life tests using VSP potentiostat systems (Bio-Logic Science Instruments SAS). The measurements were performed at discharge capacity increments of 25%. The EIS frequencies ranged from 400 kHz to 10 mHz with 5 mV oscillation amplitudes. EC-Lab software was used to analyze the ohmic resistance (R\(_{\text{ohmic}}\)), surface film resistance (R\(_{\text{sf}}\), or passivation layer resistance), and charge transfer resistance (R\(_{\text{ct}}\)).
Table 2.2 Test group names of pouch cells and their electrode combinations

<table>
<thead>
<tr>
<th>Group name</th>
<th>A12 graphite anode electrode</th>
<th>NMC 532 cathode electrode</th>
</tr>
</thead>
<tbody>
<tr>
<td>UV 0 min</td>
<td>No UV treatment</td>
<td>No UV treatment</td>
</tr>
<tr>
<td>UV 20 min</td>
<td>UV treatment for 20 minutes</td>
<td></td>
</tr>
<tr>
<td>UV 40 min</td>
<td>UV treatment for 40 minutes</td>
<td></td>
</tr>
<tr>
<td>UV 60 min</td>
<td>UV treatment for 60 minutes</td>
<td></td>
</tr>
</tbody>
</table>
After the cycle life tests, the anodes and cathodes were analyzed by XPS (K-Alpha, Thermo Scientific). All cells were discharged until the cell voltage reached 2.5V before disassembly. Specimens for XPS were harvested from the tested pouch cells and washed using a DEC solvent in an argon-filled glove box. The washed specimens were dried in the glove box for at least 24 hours and transferred to the XPS using a vacuum transfer module (VTM, Thermo Fisher Scientific). The VTM was evacuated again in the ultra-high vacuum (< 10⁻⁹ millibar) chamber of the XPS. Thus, specimens were never exposed to air. A 400 µm x-ray beam was used for survey scans and depth profile snapshots to obtain average percentages of the elements in a large area of an electrode. A flood gun was turned on to avoid a charge buildup at the specimens, which were placed on a glass plate. Depth profile analysis was carried out after every 10 second etching cycle for 60 levels. The Ar ion gun for etching was set at 1 keV.

To understand UV effects on graphite, A12 graphite powder (Conco Phillips) was carefully placed on double-sided tape attached to a glass plate and the top layer of the powder was compressed using another clean glass plate such that the powder stuck together on the double-sided tape. The layer of powder was thick and fully covered the tape, and this coverage prevented the UV light and XPS beam from reaching directly to the tape or glass plate. One A12 graphite sample on the glass plate was treated with UV light for 40 minutes. Another sample was not treated with UV to serve as a baseline for comparisons. These two samples were then dried overnight at 700 mbar and 80 °C in a vacuum chamber located in a dry room. Next, they were transferred to the XPS chamber using a vacuum transfer module. Surface chemistry information was obtained using the XPS.

To understand UV effects on PVDF, a doctor blade (20 cm width, Pacific scientific®, Gardner Neo Tec.) was used to create a PVDF film of 8% PVDF solution (9300 Kureha) on a Cu foil. The PVDF film was dried and cut into one large sheet and several small sheets. The large sheet was used for measurements of weight and thickness before and after 40-minute UV treatment. A 0.01mg precision balance (HR-202i, A&D) and 0.001mm precision micrometer (IP65, Mitutoyo) were used for the weight and thickness measurements, respectively. One small sheet was treated with UV for 40 minutes and another one was not treated for a baseline. The surface chemistry of each was analyzed via the XPS.

Results and discussion

Cycle performance

First sets of experiments included UV 0 min group and UV 60 min group for preliminary cycle life testing. They were tested for 600 aging cycles and showed positive effects of UV treatment on the cycle life (Figure 2.1a).
Figure 2.1. Average discharge capacities with 90% confidence intervals (error bars) from preliminary cycle life tests of UV 0 min and UV 60 min groups with 1C charge and discharge for 600 cycles (a); from second cycle life tests for verification with 1C charge and discharge rates (b); and from the performance check of the second tests with C/5 charge and discharge rates after every 50 cycles of the cycle life tests (c), from C-rate tests before aging cycles for the second sets (d). Dashed lines in (a) and (b) indicate capacities of UV 0 min and UV 60 min group near 300 cycles.
Since the first sets showed promising results for extending the cycle life, new sets of experiments were designed for detailed analysis with four different UV groups (UV 0 min, UV 20 min, UV 40 min, and UV 60 min). Initial discharge capacities were measured at various discharge rates (C/5, C/2, 1C, and 3C) after charging at a C/5 rate.

The average capacities with 90% confidence intervals (error bars) at each C-rate are shown in Figure 2.1d. Before the aging cycles, all test groups showed almost the same capacities at the same discharge C-rate up to 1C: 162 mAh g\(^{-1}\) at C/5, 156 mAh g\(^{-1}\) at C/2, and 150 mAh g\(^{-1}\) at 1C. But from a 3C discharge rate, the capacity from the UV 0 min group (133 mAh g\(^{-1}\)) began to deviate from the other groups with about 3 mAh g\(^{-1}\) lower capacity than the UV-treated groups (136 mAh g\(^{-1}\)). We note that the effect is small before aging testing, with all groups within the error range.

Figure 2.1a and 2.1b show average capacities of preliminary tests and verification tests with 90% confidence intervals, respectively, during cycle life tests at 1C charge and discharge rates. All groups started at similar capacities, near 140 mAh g\(^{-1}\). After 300 cycles of cycle life tests, the capacity fade of the UV 40 min group, 0.0433 mAh g\(^{-1}\) cycle\(^{-1}\), was the slowest among all groups. The capacity fades of the UV 20 min and the UV 60 min groups were the second slowest and were almost identical, 0.0560 mAh g\(^{-1}\) cycle\(^{-1}\). The UV 0 min group showed the fastest capacity fade, 0.0623 mAh g\(^{-1}\) cycle\(^{-1}\) (44% faster than UV 40 min group).

All of these capacity fade rates were slightly high because no calendaring process was used on the electrodes and because of the high C-rates.

Figure 2.1a (preliminary test) and 1b (verification test) show good agreements of UV 0 min and UV 60 min group not only in average capacities but also in error ranges, implying that the UV treatment also affected reproducibility. Cell-to-cell variations at the 300th cycle were the smallest for the UV 40 min group, 1.5% (2 mAh g\(^{-1}\)), and the largest for the UV 0 min group, 8.2% (10 mAh g\(^{-1}\)). The variations for the UV 20 min group and 60 min group were 2.1% (2.6 mAh g\(^{-1}\)) and 2.9% (3.6 mAh g\(^{-1}\)), respectively. Figure 2.1c shows capacities at C/5 measured at every 50 cycles of the cycle life tests. Each loop on the x-axis includes 50 cycles from previous measurements. After 300 cycles (at the sixth loop), the capacities at C/5 from the UV 40 min group were again the best, 145 mAh g\(^{-1}\), followed by the UV 20 min group, 143 mAh g\(^{-1}\). The capacities of the UV 0 min and the UV 60 min groups were almost the same, 142 mAh g\(^{-1}\).

Unlike the results of the cycle life testing, UV 40 min group had lower discharge capacities than other groups during formation cycles (Figure 2.2). At the first formation cycle, the discharge capacity and irreversible capacity losses (ICL) from UV 40 min group were 137 mAh g\(^{-1}\) and 14 µAh g\(^{-1}\) (17% loss from the
Figure 2.2. Average discharge capacities (a) and irreversible capacity losses (ICL) (b) from formation cycles of different UV groups with C/20 charge and discharge rates.
charge capacity), respectively, while those from other groups were close to 160 mAh g\(^{-1}\) and 15 µAh g\(^{-1}\) (15% loss from the charge capacity), respectively. Then, at the third cycle, these from all groups converged to 162 mAh g\(^{-1}\) and 0.14 µAh g\(^{-1}\) (0.02% loss from the charge capacity).

The summations of ICL for three formation cycles were 0.0154 µAh g\(^{-1}\) in UV 0min group, 0.0152 µAh g\(^{-1}\) in UV 20min group, 0.0156 µAh g\(^{-1}\) in UV 40min group, and 0.0156 µAh g\(^{-1}\) in UV 60min group. Since it is believed that ICL is related to SEI formation, it is possible that the SEI layer was formed during the formation cycles more in UV 40 min and 60 min groups than the other groups, which, later, might contribute to the increase in the cycle life of UV 40 min and 60 min groups.

**Impedance**

Resistances were analyzed using EIS. Nyquist plots from a representative pouch cell in each test group are shown in Figure 2.3. Average resistances from all EIS measurements are summarized with 90% confidence intervals at each group in Figure 2.4. The equivalent circuit model used for the impedance analysis is shown next to Figure 2.4a. Instead of capacitor elements in the model, constant phase elements were adopted to accommodate the imperfect capacitor behavior in a large porous electrode. Warburg elements at low-frequency domains were not included in the EIS data fitting because they were related to solid-state diffusion rather than resistance. The ohmic resistance (R\(_{ohmic}\)) had large error bars for every group because 12 different channels of a VSP potentiostat system were used for the EIS measurements in this study. Unlike surface film (R\(_{st}\)) and charge transfer (R\(_{ct}\)) resistance, R\(_{ohmic}\) involves resistance not only from a battery cell but also from the cables between a cell and a potentiostat system and from the electrical connections at every socket and clip. Hence, R\(_{ohmic}\) varies when different potentiostat systems are used.

Although the R\(_{ohmic}\) in this study had large error bars because of the different potentiostat systems, it was found that overall R\(_{ohmic}\) slightly decreased by 2–5 Ohm-cm\(^2\) after 300 cycles. This decrease might have occurred as the separators and electrodes were rearranged and became more compact as a result of the pressure on the pouch cells from the metal guide plates holding the cells and electrode swelling. When the separators become compact and thinner, the electrolyte resistance decreases because the distance between the anodes and cathodes reduces. In addition, when electrodes are pressed under the metal holder for a long time, particles in the electrodes move closer, lowering the contact resistance between particles. Thus, a slight decrease in R\(_{ohmic}\) is likely caused by better particle-to-particle contacts in electrodes and the closer distances between electrodes as cells are held under pressure.
Figure 2.3. Nyquist plots of EIS from UV 0 min before (a) and after cycle lift tests (b); UV 20 min before (c) and after the tests (d); UV 40 min before (e) and after the tests (f); and UV 60 min before (g) and after the tests (h).
Figure 2.4. Ohmic, surface film, and charge transfer resistances at different voltages before cycle life tests (a) and after cycle life tests (b); resistance differences before and after the cycle life tests (c); the equivalent circuit model for Nyquist plot fittings is shown on top right.
Before the cycle life tests (Figure 2.4a), $R_{sf}$ decreased as the time period of the UV treatment increased. After 300 cycles of the cycle life tests (Figure 2.4b and 2.4c), the $R_{ct}$ increased significantly for the UV 0 min group, by 10–15 Ohm-cm$^2$, while the $R_{ct}$ for the UV 40 min group showed the smallest increase (2–5 Ohm-cm$^2$).

The general relationship between current density ($i$) and overpotential ($\eta$) is expressed by Butler-Volmer equation.\textsuperscript{31} When the concentration on the electrode surface is similar to the bulk concentration, the redox reaction is dominated by charge transfer. Then, the $R_{ct}$ can be obtained by solving the Butler–Volmer equation for $\eta/i$ and is a function of exchange current density ($i_0$) and transfer coefficient ($\alpha$ or reaction order) when cells are tested under the same conditions. Since large differences in $R_{ct}$ were observed between the UV-treated and untreated groups, UV treatment might affect exchange current density, the transfer coefficient, or both at the electrodes.

The $R_{ct}$ and $R_{sf}$ shown in Figure 2.4 involve both the anode and cathode. Thus, the resistance of each electrode is not clear. In three-electrode pouch cell study with electrodes that were not UV-treated, the resistance at the cathode was about 1.5 times above 3.7 V and 10 times near 3.5 V higher than that at the anode. Figure 2.5a shows the anode resistance and cathode resistance measured by a hybrid pulse power characterization (HPPC) technique with the three-electrode cell. Since resistance near 3.5 V from the cathode side is much higher than that at the anode, it is assumed that most of the $R_{ct}$ and $R_{sf}$ near 3.5 V in Figure 2.4 were from the cathode side. In the contrast, the resistance above 3.7 V from anode accounts for a significant portion (ca. 40%) of the total resistance, implying changes on anodes can affect total resistance significantly. The cathode voltage at the fully charged state can reach 4.3 V (Figure 2.5b). 4.3 V is the threshold voltage where transition metals start dissolving out from NMC particles to electrolytes.\textsuperscript{32} As the three-electrode cells were cycled, the anode voltage gradually increased due to loss of lithium to passivation layers. The increase in voltage at the anode does not significantly change anode surface properties. However, the cathode voltage steadily increased above 4.3 V to maintain a net cell voltage of 4.2 V. Pushing the cathode voltage about 4.3 V likely resulted in the release of transition metals.\textsuperscript{32-33} Losing transition metals from the particles will change the surface properties of the NMC, affecting both charge transfer and passivation layer formation on the cathode. Hence, it is reasonable to expect that small changes on the anode could cause significant changes not only on the total resistance but also on the cathode.

**Solid electrolyte interphase analysis**

Surface films at both the anode (SEI layers) and cathode (passivation layers) were analyzed using XPS. Figure 2.6 shows the surface elements on the anodes
Figure 2.5. Resistances, from a three-electrode pouch cell, after formation cycles at anode and cathode from HPPC tests with respect to different voltages (a), voltages at 0.2C/0.2C (b). CE-RE, WE-RE, and WE-CE are voltages or resistances from anode, cathode, and cell, respectively.
Figure 2.6. Atomic percentages of elements from XPS survey scans on UV-treated and untreated graphite anode electrodes before cell assembly (a) and after 300 cycles of cycle life tests (b). The ratio of each element to lithium after 300 cycles of life tests is shown in (c).
with and without UV treatment. Before cell assembly and any testing (Figure 2.6a), the amount of carbon on the anode increased as UV treatment was applied, whereas the amounts of all other elements decreased. The oxygen and nitrogen existing on the surfaces of the A12 graphite and carbon black decreased after the UV treatment.

The amount of nitrogen after UV treatment was below the detection limit of the XPS instrument. The contact angles of the graphite anodes were measured using water instead of DEC because water showed much clearer contact angle: It’s challenging to measure contact angles of DEC on graphite anodes with a sessile drop due to high DEC wettability to the surfaces, resulting in very small contact angles.

The contact angles and images of the measurements are illustrated with respect to different durations of UV treatment in Figure 2.7. The contact angles decreased from 115° at the UV 0 min to 102° at the UV 40 min. Then, the angle increased again to 111° at the UV 60 min. According to a water splitting study using graphene from Xu et al., the hydrophobic surfaces of graphene became hydrophilic as the graphene was irradiated by UV light, which could be the reason why the graphite electrodes became more hydrophilic as the durations of UV treatment increased. However, it was not clear why the contact angles increased from the UV 40 min to the UV 60 min. UV treatment might affect not only graphite but also other inactive components (binder, conductive material, or both) after the long UV light exposure. These results of the contact angle measurements and the XPS analysis show that the UV light changed the surface chemistry of the anodes and might affect electrolyte wetting after cell assembly. Because the hydrophilic property highly enhances the affinity of graphite electrodes for the electrolyte, the electrolyte can wet the electrodes fast and distribute widely, resulting in uniform SEI formation during the formation cycles.

After 300 cycles of life tests, UV-treated groups showed different element percentages on the surfaces of the SEI layers (Figure 2.6b). Compared with the non-UV-treated group, the UV-treated groups showed higher carbon and oxygen content, which are components of solvent decomposition products (e.g., lithium carbonate, Li$_2$CO$_3$, and Li$_2$O); whereas the fluorine, which is a component of salt products (e.g., LiF), decreased. It was assumed that the amount of fluorine from the binders did not change, since the same amount of the binder was used at all anodes. Since the SEI is composed mainly of lithium-associated compounds, normalizing the element percentages by the lithium percentages provides a better understanding of its composition. Figure 2.6c and Table 2.3 show the ratios of other elements to lithium at the anode and their theoretical element ratios to lithium. As Table 2.3 shows, all lithium-associated oxygen compounds were solvent products and increased when the electrodes were treated with UV light (Figure 2.6c).
Figure 2.7. Contact angles of graphite anode electrodes with different durations of UV treatment in an ambient environment.
Table 2.3. Representative compounds on an SEI surface and binder and the ratios of their elements to lithium

<table>
<thead>
<tr>
<th>Compounds</th>
<th>Ratio to lithium</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>O</td>
</tr>
<tr>
<td><strong>Solvent (EC, DEC) products</strong></td>
<td></td>
</tr>
<tr>
<td>C$_2$H$_5$OCO$_2$Li</td>
<td>3</td>
</tr>
<tr>
<td>(-C$_2$H$_4$OCO$_2$Li)$_2$</td>
<td>3</td>
</tr>
<tr>
<td>C$_4$H$_9$OCO$_2$Li</td>
<td>3</td>
</tr>
<tr>
<td>(-C$_4$H$_8$OCO$_2$Li)$_2$</td>
<td>3</td>
</tr>
<tr>
<td>Li$_2$CO$_3$</td>
<td>1.5</td>
</tr>
<tr>
<td>Li$_2$O</td>
<td>0.5</td>
</tr>
<tr>
<td>LiF (due to HF)</td>
<td>0</td>
</tr>
<tr>
<td><strong>Salt (LiPF$_6$) products</strong></td>
<td></td>
</tr>
<tr>
<td>LiF</td>
<td>0</td>
</tr>
<tr>
<td>Li$_x$PF$_y$ (x &lt; y)</td>
<td>0</td>
</tr>
<tr>
<td><strong>Non-SEI (binder)</strong></td>
<td></td>
</tr>
<tr>
<td>-CH$_2$CF$_2$-</td>
<td>0</td>
</tr>
</tbody>
</table>
On the other hand, phosphorus, existing as the salt product Li\textsubscript{x}PF\textsubscript{y}, is the only element whose ratio to lithium did not change after UV treatment. One molecule of LiPF\textsubscript{6} can decompose and precipitate as multiple LiF molecules in combination with lithium ions from the cathode.

Changes in the amount of fluorine could result from the LiF from salt products or LiF from the side reaction of lithium carbonates (solvent products) with HF, as in Reactions (1) and (2).\textsuperscript{8}

\[
\text{Li}_2\text{CO}_3 \downarrow + 2 \text{HF} \rightarrow 2 \text{LiF} \downarrow + \text{H}_2\text{CO}_3,
\]

Reaction (1)

\[
\text{ROCO}_2\text{Li} \downarrow + \text{HF} \rightarrow \text{LiF} \downarrow + \text{ROCO}_2\text{H},
\]

Reaction (2)

where \( R \) represents hydrocarbon groups. HF is generated by a side reaction of decomposed LiPF\textsubscript{6} salt products with water impurities in the electrolyte or traces of water adsorbed on the graphite or NMC 532.

The surface film thicknesses of both the anode and cathode were estimated using XPS depth profiles. The depth values on the y-axis shown in Figure 2.8 and 2.9 are the distances from the outer surfaces of the anode and cathode, respectively. Since direct correlation of SEI film thickness with etching rates has not been reported, the distance is calculated based on the assumption that the surface film had a similar etching rate to silicon oxides.

This technique is used to compare relative changes in thickness within the sample groups although the accuracy using this technique can significantly vary depending on target properties such as uniformity, density, element distribution, etc. The thickness of the surface film was estimated using element distributions across the depth from the surface. A 400 \( \mu \text{m} \) x-ray beam was used for survey scans and depth profile snapshots to determine the average element distribution in a large area covering multiple 5–15 \( \mu \text{m} \)-diameter particles of the active materials. Hence, after the surfaces of the active or conductive materials were reached by etching, surface film elements were continuously detected from the newly exposed surface films of the particles beneath the top particles. To estimate the thickness of the surface film, reasonable hypotheses were made based on the literature \textsuperscript{8,37-39}:

1) Bulk SEI compounds such as ROCO\textsubscript{2}Li and polycarbonates are distributed in greater amounts on the outer surface of the SEI layer because fewer electrons are accessible from the anode for reduction into more compact SEI compounds, such as Li\textsubscript{2}O and Li\textsubscript{2}CO\textsubscript{3}.

2) Dense SEI compounds such as LiF, Li\textsubscript{2}O, and Li\textsubscript{2}CO\textsubscript{3} are distributed in greater amounts on the graphite/SEI interface side because abundant electrons and lithium are available for reduction reactions.
Figure 2.8. Following 300 cycles, counts per second (CPS) of elements from XPS snapshots during depth profiling of the anode electrodes (a. Estimated thickness of SEI, with elements in white and average thickness compared with the estimated thicknesses in bold red. The numbers on C1s and O1s indicating (1) graphite, (2) surface carbon, (3) carbonate, (4) Li$_2$O, and (5) surface oxygen (carbonate, carbon, graphite).
Figure 2.9. Following 300 cycles, counts per second (CPS) of elements from XPS snapshots during depth profiling of the cathode electrodes. Estimated thickness of SEI, with elements in white and average thickness compared with the estimated thicknesses in bold red. The numbers on O1s indicating (5) surface oxygen (carbonate, carbon, graphite) and (6) lattice oxygen (O$^{2-}$).
3) C-C peaks from graphite should appear at C 1s XPS spectra when the etching level reaches the surfaces of the graphite.
4) Transition metal (TM) peaks at each TM spectrum from NMC and TM-O peaks at O 1s XPS spectra should appear when the etching level reaches the NMC surfaces.

Based on hypothesis 1 and 2, the percentages of Li, F, and O in the XPS spectra should increase in the SEI layer on the anode (or the passivation layer on the cathode) as the SEI (or the passivation layer) is etched; and they should be highest when the etching reaches the graphite/SEI interface of the anode and the NMC/SEI interface of the cathode. Hence, for the anode in Figure 2.8, the thickness of the SEI layer should be the distance between the top surface of the SEI, 0 nm, and the depth (numbers and dashed lines in white) at which the counts per second (CPS) of the elements are highest in the Li 1s, O 1s, and F 1s spectra. The average thicknesses of the SEI layer based on the elements are shown in red on the P 2p figures. These average thicknesses corresponded well with the depth at which the graphite C-C peaks appeared at C 1s, which agrees well with hypothesis 3. For the cathode, the thicknesses of the passivation layer shown in Figure 2.9 were based on hypotheses 1, 2, and 4.

The average thicknesses of the layer at the cathode are shown on the O 1s figures. The smallest average thickness of the SEI layer at the anode, 2.4 nm, was from UV 20 min and UV 40 min, followed by UV 0 min (2.6 nm) and UV 60 min (3.2 nm). The smallest average thicknesses of the passivation layer at the cathode were from UV 0 min (2.7 nm), followed by UV 20 min (3.7 nm), UV 40 min (4.6 nm), and UV 60 min (8.4 nm). The calculated thickness showed that surface films at the cathode were thicker than the ones at the anode. The actual thickness might differ from the calculation because the etching rate varies depending on the chemistry and density. Overall, XPS analysis agrees well with the resistance analysis and three-electrode voltage analysis showing that changes on the anode caused larger changes on the cathode.

The average thicknesses of the SEI (or passivation layer) from all of the UV treatment groups were used as depth levels for the SEI layer (or passivation layer) analysis. XPS element snapshots were taken at the outer surface and at every level of the etched surface from the surface to the near-average SEI (or passivation layer) thickness. Table 2.4 and Figure 2.10 and 2.11 show the XPS spectra of Li 1s, C 1s, O 1s, F 1s, and P 2p with possible SEI (or passivation) layer compounds at indicated binding energies. The bold italic numbers in Figure 2.10 denote the thicknesses close to the SEI (or passivation layer) thickness estimated in Figure 2.8 and 2.9. Unlike the thickness analysis illustrated in Figure 2.8 and 2.9, the composition analysis within the SEI layer (from 0 nm to the indicated thickness at each group) does not show clear differences among all UV groups on the anode side (Figure 2.10).
Table 2.4. Binding energy (eV) of SEI components assigned in Figure 2.10 and 2.11

<table>
<thead>
<tr>
<th>Element</th>
<th>Compound</th>
<th>Binding energy / eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li 1s</td>
<td>Li$_2$CO$_3$</td>
<td>55.1–55.2</td>
</tr>
<tr>
<td></td>
<td>Li$_2$O, LiF</td>
<td>55.6–55.7</td>
</tr>
<tr>
<td></td>
<td>LiPO$_4$</td>
<td>55.4</td>
</tr>
<tr>
<td></td>
<td>LiPF$_6$ (Salt)</td>
<td>56</td>
</tr>
<tr>
<td>C 1s</td>
<td>C-C (Graphite)</td>
<td>284.8</td>
</tr>
<tr>
<td></td>
<td>-CH$_2$CF$_2^-$ (PVDF)</td>
<td>286.8</td>
</tr>
<tr>
<td></td>
<td>CO$_3$$^-$, Li$_2$CO$_3$</td>
<td>289.5–290</td>
</tr>
<tr>
<td></td>
<td>Poly carbonate</td>
<td>290.4</td>
</tr>
<tr>
<td></td>
<td>-CH$_2$CF$_2^-$</td>
<td>292.6</td>
</tr>
<tr>
<td>O 1s</td>
<td>Li$_2$O</td>
<td>528.7</td>
</tr>
<tr>
<td></td>
<td>TM(transition metal)-O</td>
<td>529.2–529.4</td>
</tr>
<tr>
<td></td>
<td>-CO$_3$, Li$_2$CO$_3$</td>
<td>531.5–532</td>
</tr>
<tr>
<td></td>
<td>R–CH$_2$OCO$_2$Li</td>
<td>532.9</td>
</tr>
<tr>
<td></td>
<td>R–CH$_2$OCO$_2$H</td>
<td>533.5</td>
</tr>
<tr>
<td>F 1s</td>
<td>TM(transition metal)-F$_2$</td>
<td>684.8–684.9</td>
</tr>
<tr>
<td></td>
<td>LiF</td>
<td>685–685.3</td>
</tr>
<tr>
<td></td>
<td>LiFP$_6$</td>
<td>687–687.4</td>
</tr>
<tr>
<td></td>
<td>-CH$_2$CF$_2^-$</td>
<td>688.1</td>
</tr>
<tr>
<td>P 2p</td>
<td>(LiF)$_{0.4}$(LiPO$<em>3$)$</em>{0.6}$</td>
<td>134</td>
</tr>
<tr>
<td></td>
<td>(LiF)$_{0.1}$(LiPO$<em>3$)$</em>{0.9}$</td>
<td>134.5</td>
</tr>
<tr>
<td></td>
<td>P$_2$O$_5$</td>
<td>135.5</td>
</tr>
</tbody>
</table>
Figure 2.10. Element snapshots from XPS depth profiling and their related compounds at the anode electrodes with different UV treatments. The bold italic numbers denote the thickness close to the SEI or passivation layer, as estimated in Figure 2.8.
Figure 2.11. Element snapshots from XPS depth profiling and their related compounds at the cathode electrodes (b) used with the UV treated anodes. The bold italic numbers denote the thickness close to the SEI or passivation layer, as estimated in Figure 2.9.
They all have compact lithium compounds near the SEI/graphite interface (e.g., LiF in F 1s and P 2p spectra, Li$_2$O in O 1s spectra) and bulk lithium compounds near the outer surface of the SEI (e.g., R–CH$_2$OCO$_2$Li in O 1s).

The cathode shown in Figure 2.11, on the other hand, does not show clear evidence of Li$_2$O or lithium carbonates. Instead, significant amounts of salt and polymerized EC products were detected (Figure 2.11 O1s). Polymerized EC is generated when the cathode voltage is higher than 4.3 V.$^{33}$ This indicates cathode voltages reached above 4.3 V when the cells were charged to 4.2 V. On the F 1s figures, it is not clear whether the peaks near 684.8–685.3 eV are from LiF or TM–F$_2$. The salt (LiPF$_6$) peaks and binder (-CH$_2$CF$_2$-) peaks are also too close to each other to differentiate them. Similarly, it is hard to differentiate the compositions of the passivation layer (from 0 nm to the indicated thickness at each group) among the cathodes in the different UV groups. However, it was clear in Figure 2.11 that the passivation layers at cathodes with UV-treated anode groups had less transition metal (TM–O at O 1s), less salt products (LiPF$_6$ at F 1s) and more solvent products (carbonate at O 1S) than those at the cathodes with the untreated group. Especially, high transition metal (TM–O at O 1s) on surfaces of the passivation layers (0 nm) with untreated group is the evidence that transition metals dissolved out from the NMC particles. This result supports the resistance and three-electrode analysis showing changes at anodes significantly affected cathodes.

**Changes on graphite surfaces after UV treatment**

Elemental analysis was conducted on graphite powder where no other electrode components, such as binder and conductive carbon, were present. XPS survey scans showed that the percentage of oxygen on the graphite surfaces increased by a factor of 3.4 after 40-minute UV treatment (Figure 2.12). In Figure 2.13, for peak analysis, 531.8 eV and 532.5 eV were assigned to the peak centers of C=O and C–O–H in O1s narrow scans, respectively (Figure 2.13a and b). For peak centers in C1s narrow scans (Figure 2.13c and d), 284.6 ev, 285.5 eV, 286.3 eV, 287.1 eV, 288.6 eV, 291.3 eV were assigned to C–C sp2, C–C sp3, C–OH, C–O–C, C=O, and O=C–OH, respectively. XPS narrow scans for O1s indicated that hydroxyl group prevalence increased from 23% to 55% within the oxygen content after 40-minute UV treatment while carbonyl group decreased from 77% to 45% (Figure 2.13 and Table 2.5). The scan for C1s also showed that hydroxyl groups on carbon increased from 5.9% to 7.6% of the carbon content. Carbonyl groups from C1s increased from 3.1% to 8.6% but carboxyl groups having C=O decreased from 8.8% to 2.3%. Hence, net carbon percentage from C=O decreased after the UV treatment, which is in agreement with the decrease in oxygen percentage from C=O in O1s peaks.
Figure 2.12. XPS survey scan results on A12 graphite powders before UV treatment and after UV treatment for 40 minutes (a), atomic percentages of carbon and oxygen calculated from the survey scans (b), and narrow scan results for O1s (c) and C1s (d).
Figure 2.13. XPS narrow scan results of O1s before UV treatment (a) and after UV treatment for 40 minutes (b) and C1s before UV treatment (c) and after UV treatment for 40 minutes (d).
Table 2.5. XPS results on graphite before UV treatment and after the treatment for 40 minutes from narrow scans for O1s and C1s

<table>
<thead>
<tr>
<th>Peak</th>
<th>Element</th>
<th>No UV</th>
<th>UV 40 min</th>
</tr>
</thead>
<tbody>
<tr>
<td>O1s</td>
<td>C-O-H</td>
<td>23.24</td>
<td>55.15</td>
</tr>
<tr>
<td></td>
<td>C=O</td>
<td>76.76</td>
<td>44.85</td>
</tr>
<tr>
<td>C1s</td>
<td>C-C (Gr)</td>
<td>79.4</td>
<td>77.8</td>
</tr>
<tr>
<td></td>
<td>C-OH</td>
<td>5.92</td>
<td>7.59</td>
</tr>
<tr>
<td></td>
<td>C-O-C</td>
<td>2.86</td>
<td>3.81</td>
</tr>
<tr>
<td></td>
<td>&gt;C=O</td>
<td>3.06</td>
<td>8.55</td>
</tr>
<tr>
<td></td>
<td>O=C-OH</td>
<td>8.8</td>
<td>2.28</td>
</tr>
</tbody>
</table>
Like the O1s peaks and peaks from survey scans, the C1s peaks showed that the percentage of carbon with oxygen groups increased after the UV treatment.

Figure 2.14 shows a mechanism proposed in this study for increasing hydroxyl group concentration on a graphite surface. Graphite has defects and edges where oxygen groups can attach. Typical oxygen groups found on a graphite surface are carbonyl, epoxide, hydroxyl, and carboxyl groups. Since the UV treatment was carried out under atmospheric conditions where moisture is present, the source of additional hydroxyl groups on the graphite surfaces probably came from the air and moisture in the air. Possible water reactions under UV light are proposed as Reaction 1 and 2.40

\[
H_2O \xrightarrow{hv} HO^- + H^+ \quad \text{Reaction (1)}
\]

\[
H_2O \xrightarrow{hv} HO^- + H^+ + e^- \quad \text{Reaction (2)}
\]

These splits may not occur with water alone in the UVA range due to low absorption in that range. However, those reactions can happen when graphite surfaces and heat induced by UV are taken into account. Surface temperatures of the electrodes were close to 100 °C (Table 2.6). The temperatures were measured on electrodes using a portable infrared thermometer immediately after UV treatments for different periods of time. Hence, temperature during the UV treatment must be higher than the results shown in Table 2.6.

**Changes in PVDF after UV treatment**

A PVDF film was made with 8% PVDF solution using a doctor blade. The dried thicknesses of the film were 4-5 µm at six different measurement points. The average thickness was 4.5 µm from the measurement points. Figure 2.15 shows the thickness changes after the 40-minute UV treatment. The average thickness increased by 0.167 µm, which corresponds to a 3.7% increase from the 4.5 µm average thickness of the original film. This measurement probably contained a large error because the micrometer has 1 µm precision, a value that is much larger than the thickness change of 0.167 µm. However, it was determined that the thickness increased slightly after UV treatment. In general, thickness of a PVDF film can increase when the film experiences backbone scissions, resulting in polymer change disconnections (Figure 2.16). This backbone scission explains the thickness increase until 40-minute UV treatment. Similar thickness changes were obtained at the anode containing both graphite and PVDF binders until 40 minutes of the treatment, but the thickness decreased from 40 minutes to 60 minutes. The thickness can decrease when C-H and C-F scissions occur, resulting in cross-linking between polymer chains or creation of double bonds in the polymer backbones (Figure 2.17).41
Figure 2.14. A proposed pathway for additions of hydroxyl groups on a graphite surface under UV light with humid air.
Table 2.6. Temperature on electrode immediately after UV treatment with different periods of time

<table>
<thead>
<tr>
<th>Time for UV treatment / min</th>
<th>Temperature on electrode side / °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>23</td>
</tr>
<tr>
<td>20</td>
<td>93.5</td>
</tr>
<tr>
<td>40</td>
<td>93</td>
</tr>
<tr>
<td>60</td>
<td>97.5</td>
</tr>
</tbody>
</table>
Figure 2.15. Weights and thicknesses of electrodes and PVDF films after UV treatment with different periods of time.
Figure 2.16. Backbone, C-H, and C-F scissions of a PVDF polymer chain.
Figure 2.17. Schematic diagrams of two different dehydrofluorinations in PVDF (a-b) and a simulation results for atomic distances and angles between carbons with and without a double bond (c); F: yellow ball, H: white ball, and C: gray.
The carbon to carbon distances and angles at PVDF polymer with/without a double bond were calculated in Figure 2.17 using Chem3D (CambridgeSoft Co.). The crosslinking in polymer chains may negatively affect the volume expansion of graphite during lithiation.

It is reasonable that backbone scissions happen under UV treatment before C-H and C-F scissions since C-H and C-F bonds are stronger than C-C backbones. This scissoring sequence explains the thickness changes in Figure 2.15. Although the micrometer did not have enough precision for measurements involving submicron thickness changes, the results from the thickness changes were reasonable and could be explained by the different scission processes.

These scissions involve release of tetrafluoroethylene gas and hydrogen fluoride gas and cause a loss of weight in the PVDF film, a result that was also observed in this study (Figure 2.15). The results from XPS survey scans showed that the weight losses after the 40-minute UV treatment were from loss of fluorine (Figure 2.18), which agreed well with the weight changes in Figure 2.15. However, from 40 minutes to 60 minutes in the treatment, the weight of the electrode did not change much. The weight might not change much after 40 minutes when the removal rate of the fluorine atoms to the graphite surfaces is competing with the addition rate of oxygen and other elements. A large increase in the oxygen percentage after the UV treatment in Figure 2.18 indicates the addition of oxygen did occur.

Conclusions

In this UV treatment study, UV light was applied to lithium ion battery electrodes for the first time to control oxygen levels on the anode and improve battery cycle life. Dried graphite anodes were treated with UV light for different periods of time to improve the cycle life of graphite/NMC 532 LIBs. The anodes were more hydrophilic with UV treatment and were most hydrophilic when treated for 40 min.

Similarly, when treated by UV for 40 min, the electrodes demonstrated the highest capacity retentions during 300 cycles of life tests with 1C charging and discharging rates between 2.5 V and 4.2 V while the electrodes without UV treatment showed the fastest capacity fade. Charge transfer resistance increased after 300 cycles of life tests whereas maximum and minimum increase were observed from electrodes without and with 40 min UV treatment, respectively.

According to XPS analysis, UV treatment lowered the amounts of fluorine and oxygen on the surfaces of pristine anodes. The SEI was composed of more solvent products and fewer salt products on UV-treated anodes than on the untreated one. The average thicknesses of the SEI layers at the anode were the
Figure 2.18. XPS survey scans from electrodes before UV treatment (a) and after the treatment for 40 minutes (b) and atomic percentages from the scans (c).
smallest at UV 20 min and UV 40 min, followed by UV 0 min and UV 60 min. The average thicknesses of the passivation layer at the cathode were smallest at UV 0 min followed by UV 20 min, UV 40 min, and UV 60 min. The average thickness of the surface film was lower at the anode than at the cathode. Transition metal oxides detected on the top surfaces of the passivation layers with the untreated group provided evidence that transition metals dissolved out from the NMC particles.

The XPS results of the A12 powder and PVDF film showed that UV light with humid air increased oxygen levels, particularly in hydroxyl form, on graphite surfaces while reducing fluorine levels in the PVDF binders. This increase in oxygen levels is believed to improve SEI formation and cycle life.
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CHAPTER III
FAST FORMATION CYCLING FOR LITHIUM ION BATTERIES
A version of this chapter was originally published by Seong Jin An, Jianlin Li, Zhijia Du, Claus Daniel, David L. Wood III:


This chapter includes additional results and discussions besides the published contents. The additions are modified alternative protocols and their results. Abstract, Introduction, Results, and Conclusion are also updated to take account of the additions. All experiments, data analysis, and initial draft for this article were done by Seong Jin An. The draft was improved and finalized by Seong Jin An, Jianlin Li, and David L. Wood III. All other co-authors provided comments on contents.

Abstract

The formation process for lithium ion batteries typically takes several days or more, and it is necessary for providing a stable solid electrolyte interphase on the anode (at low potentials vs. Li/Li\(^+\)) for preventing irreversible consumption of electrolyte and lithium ions. An analogous layer known as the cathode electrolyte interphase layer forms at the cathode at high potentials vs. Li/Li\(^+\). However, several days, or even up to a week, of these processes result in either lower LIB production rates or a prohibitively large size of charging-discharging equipment and space (i.e. excessive capital cost). In this study, a fast and effective electrolyte interphase formation protocol is proposed and compared with an Oak Ridge National Laboratory baseline protocol. Graphite, NMC 532, and 1.2 M LiPF\(_6\) in ethylene carbonate : diethyl carbonate were used as anodes, cathodes, and electrolytes, respectively. Results from electrochemical impedance spectroscopy show the new protocol reduced surface film (electrolyte interphase) resistances, and 1300 aging cycles show an improvement in capacity retention.

Introduction

Solid electrolyte interphase (SEI) formation is affected by various conditions such as electrolyte compositions and concentrations, additives, surface properties of active and conductive materials, temperatures, C-rates (also correlated to thickness of electrodes), cut-off voltages, electrolytes wetting on electrodes, impurities in cells, volume changes of active materials during cycling, and many unknown factors. In terms of volume changes of materials, Si (one of the most promising anode materials) experiences large volume changes (about 320% of the original volume) during lithiations and delithiations, which makes the SEI layer unstable. The volume of graphite also changes but it is only a change of
about 10%. If the volume change is minimized during the formation cycles, a SEI layer on the graphite will become more stable.

This volume change of graphite can be estimated using lithiation stages: stage I, II, III, and IV. The stage index number indicates the number of graphite layers between lithium layers. Hence, stage I is more lithiated than stage II while stage IV is the least lithiated. The stage index number can be used to calculate the repeat distance, $l_c$, of a lithium layer and graphite layers (Eq. 1)

$$l_c = n c_0 + d_i$$

where $n$, $c_0$, and $d_i$ are the stage index number, the distance between adjacent graphite layers (3.35 Å), and the lithium intercalate layer thickness (0.35 Å). As equation 1 shows, the repeating distance changes when there is a transition from one stage to another stage. As such, the distance does not change within each stage during lithiations and delithiations. Approximate voltage ranges of the stages are 210 mV or higher (stage IV), 210 – 120 mV (stage III), 120 – 85 mV (stage II), and 85 mV or below (stage I). The lithium composition, $x$ in Li$_x$C$_6$, corresponding to the voltage is 0.08 – 0.17 (stage IV), 0.17 – 0.33 (stage III), 0.33 – 0.50 (stage II), and 0.50 or higher (stage I). If the SEI formation takes place within the same stage, the volume change of the graphite will be minimized, which helps SEI layers stabilize during formation cycles.

The anode SEI and cathode electrolyte interphase (CEI) form when the electrolyte is accessible to electrons at the electrode and, simultaneously the electrolyte experiences an unstable voltage range. During a charging cycle, the electrolyte decomposes and precipitates at low potentials at the anode via reduction reactions and at high potential on cathode via oxidation reactions. Irreversible capacity loss indicating electrolyte interphase formation is the highest after the first charge/discharge cycle (ca. 10% in the case of graphite anode), significantly lower after the second cycle, and even lower after the third cycle and so on (less than 0.05%). The irreversible capacity loss varies depending on negative-to-positive capacity ratio, surface area of particles, operation conditions, etc. Most electrolyte interphase forms during the first charge/discharge cycle because the pristine anode and cathode do not have previously formed passivation layers that electronically insulate the electrode from the electrolyte. If after the first cycle, the anode graphite was not significantly exfoliated, further cycling results in significantly lower electrolyte interphase formation because the preformed interphase layer (from the first charging cycle) impedes solvent molecule diffusion towards the electrode surface and electron transfer between the electrode and electrolyte. To form a dense SEI layer, low anode voltage is preferred because the lower the anode voltage (or the higher cell voltage) applied, the more SEI layer is reduced. Hence, cycling cells at a high voltage (low voltage at anode, stage I) would be beneficial to stabilize a SEI layer.
Besides material cost, according to Wood et al., the electrolyte wetting and SEI formation steps are the second expensive processes ($36.1/kWh for electrode processing and $22.6/kWh for wetting/formation cycling) because of the slow wetting and slow charge/discharge rates (e.g. 3-5 cycles at C-rate of C/20 and 3-5 cycles at higher C-rate at a higher temperature). This process may take up to 1.5-3 weeks, depending on the cell manufacturer and cell chemistry, requiring a tremendous number of charge/discharge cycles for mass production of LIBs, large floor space, and intense energy for the cyclers and environmental chambers. These processes are a major production bottleneck; therefore, it is important to reduce wetting and formation time for cost and production rate benefits.

There have been several electrolyte interphase formation studies that attempted to reduce the required time. For example, skipping the high state-of-charge (SOC) region reduced formation time, but it also resulted in a decrease in capacity retention. Increasing C-rates also reduced formation time. However, it generally caused negative effects on electrolyte interphase formation such as non-uniform thickness and discontinuity of the layer on the anode. Formation at high voltage (4.2 V) has rarely been reported, although high-voltage operation is beneficial for high-energy batteries.

In this study, Oak Ridge National Laboratory (ORNL) baseline protocol with different C-rates were evaluated with high-voltage cells (graphite as anodes and layered oxides, NMC 532, as cathodes) and compared with the new protocol, which not only reduced formation time, but also increased cell capacity retention. A simple wetting process was applied in this study. C-rate tests, aging tests, and performance checks during aging were conducted for six different formation protocols (three baseline protocols and three alternative protocols). Electrochemical impedance spectroscopy (EIS) was also measured to investigate total resistance and resistance components.

**Proposed formation method**

As the electrolyte becomes unstable during cell charging, in this study, it was hypothesized that:

1) Most SEI and CEI form at a high SOC because electrolytes undergo more reduction reactions at anode and more oxidation reactions at cathode.

2) An anode SEI layer at high SOC is more compact and stable than that at low SOC because the potentials at high SOC result in more electrolyte instability and more lithium is available at the anode for reduction with bulk compounds.
3) The SOC should remain high for a longer period of time and low for a shorter period of time in order to have a compact and stable electrolyte interphase layer, but the SOC should not simply be held at a higher cut-off voltage that results in the current (electron-flow) dropping down to nearly zero.

Typical potential profiles (cathode denoted as $\mu_{C}$, anode denoted as $\mu_{A}$, and potential difference between anode and cathode denoted as $V_{OC}$) from a three-electrode pouch cell (graphite/Li/ Li$_{1.02}$Ni$_{0.50}$Mn$_{0.29}$Co$_{0.19}$O$_{2}$) are illustrated in Figure 3.1a showing the unstable potential ranges of the cathode (light blue zone) and anode (light orange zone and dark orange zone). The color intensity indicates the relative degree of instability of the electrolyte. Based on the hypothesis of this study, an alternative protocol for electrolyte interphase formation in Figure 3.1b is shown and compared with a baseline protocol, the latter of which consists of a series of charge and discharge cycles at a constant C-rate without any interruption between the lower and upper cut-off voltages. The alternative protocol, however, involves repeated cycling within a high SOC region, anode lithiation stage I (cell voltage 3.9 V and above), after the first charge until the last cycle where a full discharge takes place. The same concept was applied to another alternative protocol with a slight modification above cell voltage 3.9 V (Figure 3.1c). Below 3.9 V at cells, C/3 or 1C were applied in addition to C/5 while C/5 was used above 3.9 V.

In this study, the baseline formation protocol was evaluated with three different equal charge and discharge C-rates: C/20, C/10, and C/5. Rates of C/20 or C/10 are generally used for at least the first formation cycle in standard cell manufacturing. The baseline formation protocols were compared with the alternative protocols using the same three equal charging and discharging C-rates: C/20, C/10, and C/5 and with modified alternative protocols using various C-rates below 3.9 V. Abbreviations used in this study are listed with their respective descriptions in Table 3.1. Prior to beginning all formation cycling, each cell was exposed to a three-hour electrolyte wetting process.

**Experimental**

Eighteen pouch cells were assembled for testing using the baseline and alternative formation protocols (three pouch cells were used for each protocol). Sixteen pouch cells were additionally assembled for another set of testing using the baseline and modified alternative formation protocols (four pouch cells were used for each protocol). The cell chemistry and dimensions are listed in Table 3.2. Electrodes were coated and dried using a slot-die coater (Frontier Industrial Technology) in the DOE Battery Manufacturing R&D Facility at ORNL, but they were not calendered. Cell assembly was completed in a dry room where the
Figure 3.1. Typical cathode potential ($\mu$C), anode potential ($\mu$A), and voltage between anode and cathode (VOC) from a three-electrode pouch cell (graphite anode/Li reference/Li$_{1.02}$Ni$_{0.50}$Mn$_{0.29}$Co$_{0.19}$O$_2$ cathode) with potential ranges in blue and orange regions where the electrolyte is not stable (a); cell voltage profiles from a baseline and alternative (b) and a modified alternative SEI formation protocol (c).
Table 3.1. Abbreviations used in this study and associated formation conditions

<table>
<thead>
<tr>
<th>Test group abbreviation</th>
<th>SEI formation condition</th>
<th>Test group abbreviation</th>
<th>SEI formation condition</th>
<th>Test group abbreviation</th>
<th>SEI formation condition</th>
<th>Test group abbreviation</th>
<th>SEI formation condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline formation</td>
<td></td>
<td></td>
<td></td>
<td>Alternative formation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F@C/20</td>
<td>C/20</td>
<td></td>
<td></td>
<td>F@C/20a</td>
<td>C/20</td>
<td>4.0 V</td>
<td></td>
</tr>
<tr>
<td>F@C/10</td>
<td>C/10</td>
<td></td>
<td></td>
<td>F@C/10a</td>
<td>C/10</td>
<td>3.9 V</td>
<td></td>
</tr>
<tr>
<td>F@C/5</td>
<td>C/5</td>
<td></td>
<td></td>
<td>F@C/5a</td>
<td>C/5</td>
<td>3.9 V</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C-rate</td>
<td>Higher cut-off voltage</td>
<td>Intermediate voltage</td>
<td></td>
<td>Lower cut-off voltage</td>
<td>Number of charge/discharge cycles</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.2 V</td>
<td></td>
<td>turning to charge mode</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modified alternative formation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F@C/3a</td>
<td>C/3 below 3.9 V, C/5 above 3.9 V</td>
<td>3.9 V</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F@C/1a</td>
<td>1C below 3.9 V, C/5 above 3.9 V</td>
<td>3.9 V</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3.2. Cell information

<table>
<thead>
<tr>
<th>Composition</th>
<th>Size (loading) [porosity]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Anode</strong></td>
<td></td>
</tr>
<tr>
<td>Electrode: 92 wt % A12 graphite (ConocoPhillips), 2 wt % C-65 carbon black (Timcal), 6 wt % polyvinylidene fluoride (PVDF, Kureha 9300) Current collector: Copper foil Tab: nickel</td>
<td>Electrode only 84.4 mm×56 mm×65 μm (6.36 mg/cm²) [55%]</td>
</tr>
<tr>
<td><strong>Cathode</strong></td>
<td></td>
</tr>
<tr>
<td>Electrode: 90 wt % Li$<em>{1.02}$Ni$</em>{0.50}$Mn$<em>{0.29}$Co$</em>{0.19}$O$_2$ (NMC 532 or NCM 523, TODA America Inc.), 5 wt % powder grade carbon black (Denka), 5 wt % PVDF (Solvay Solef® 5130) Current collector: Aluminum foil Tab: Aluminum</td>
<td>Electrode only 84.4 mm×56 mm×64 μm (12.02 mg/cm²) [55%]</td>
</tr>
<tr>
<td><strong>Separator</strong></td>
<td>Polypropylene–polyethylene–polypropylene (Celgard® 2325)</td>
</tr>
<tr>
<td><strong>Electrolyte</strong></td>
<td>1.2 M LiPF$_6$ in EC:DEC (3:7 by weight, BASF)</td>
</tr>
</tbody>
</table>
relative humidity was held between 0.1-0.2\% at a room temperature of 21°C. Secondary drying of the electrodes was completed overnight at 80°C under vacuum prior to assembly to minimize moisture content. The electrolyte volume ratio used in each cell was 2.5 (ratio of electrolyte volume to total cell pore volume) to minimize the effect of insufficient electrolyte, and the cells were sealed under vacuum at 700 mm Hg.

After assembly, all cells were rested for 2 hours at 21°C for the first electrolyte wetting, then placed in an environmental chamber (ESPEC Corp.) at 30°C, and connected to a battery tester (Series 4600, Maccor Inc.). Next they were charged at C/3 until the tap voltage reached 1.5 V to avoid corrosion of the copper current collector and rested again for 1 hour for the second electrolyte wetting. The pouch cells went through their respective series of formation cycles using the protocols shown in Table 3.1 and Figure 3.1b and 3.1c, and were subsequently evaluated at C/5, C/2, 1C, and 3C for initial rate performance. Capacity fades after the alternative and modified alternative protocols were measured over 1300 cycles and 500 cycles, respectively, at 1C charge/discharge rates where 1C was based on 160 mAh/g (normalized by the NMC 532 weight). Upper and lower cut-off voltages were 4.2 V and 2.5 V, respectively, for all charge-discharge cycles.

EIS for the alternative protocols was measured before the aging cycles, after 300 cycles, and after 1300 cycles to analyze resistance increases using VSP potentiostat systems (EC-Lab, Bio-Logic Science Instruments SAS). EIS for the modified alternative protocols was measured after 500 cycles. These measurements were performed at 25\% discharge intervals and frequencies from 400 kHz to 10 mHz with 5 mV oscillation amplitudes. Nyquist plots were fitted using EC-Lab software (Bio-Logic Science Instruments SAS) to analyze ohmic resistance ($R_{\text{ohmic}}$), surface film resistance ($R_{\text{sf}}$), and charge transfer resistance ($R_{\text{ct}}$). All other data processing and calculations were performed using Matlab R2016 (MathWorks, inc).

**Results and discussion**

*Formation time reduction and capacity*

Most formation processes utilize three cycles or more at C/10 or C/20 charge and discharge rates. In this study, five formation cycles were conducted to confirm capacity convergence. Figure 3.2 shows experimental results of voltage profiles vs. time for the baseline, alternative, and modified alternative protocols at different C-rates. Five formation cycles with the baseline C/20, C/10, and C/5 charging and discharging rates resulted in 212-220, 107 and 55 hours, respectively, while those with the proposed alternative C/20 (C/20a), C/10
Figure 3.2. Voltage profiles for three baseline formation protocols in blue and alternative protocols (C-rates denoted with “a”) in orange (a) and corresponding formation times (b), voltage profiles for modified alternative protocols in yellow and purple (c) and corresponding formation times (d).
(C/10a), and C/5 (C/5a) rates resulted in 68, 42, and 20-21 hours. Compared to the baseline protocol, the alternatives reduced formation time by 60% or more at each C-rate. When the alternative C/5 (C/5a) protocol is compared to the baseline C/20 protocol, a 90% reduction in formation time is realized. For a more realistic case of only three C/20 baseline cycles, the formation time with C/5a is still 6 times faster. The modified alternative at C/1a further reduced formation time by a factor of 8.5.

During formation cycling, discharge capacities with the alternative formation protocol were lower than those with the baseline protocol (Figure 3.3a and 3.3c). (The capacity data sets for the alternative and modified alternative formation protocols are all located on cycle # 1 because the protocols contain only one full discharge step.) However, cells cycled with the baseline, alternative, and modified alternative protocols had similar discharge capacities during rate capability testing as shown in Figure 3.3b and 3.3d (error bars correspond to 90% confidence intervals).

Initial and final capacities of cells cycled with different formation protocols were also similar during aging (Figure 3.4). The three different C-rates (C/20, C/10, and C/5) for baseline, alternative, and modified alternative protocols did not significantly affect capacities at C-rate and aging tests. A capacity increase in Figure 3.4a and 3.4c occurred for each cell after EIS measurements at 300th cycle. Capacity retention after 1000 cycles at 1C charge and discharge rates was about 80% for cells using the baseline protocols and about 82% for cells using the alternative protocol ones. The cyclability at C/5 charge and discharge rates is also similar with 86% capacity retention after 1000 cycles (20th loop). Although these results are similar when considering the error bars of each data, the implication is that the alternative formation protocol had a positive impact on the cell performance rather than any negative one. Discharge capacities of modified protocols were also the same within the error range during C-rate performance tests and aging cycles with 1C/-1C and C/5/-C/5 (Figure 3.4e and 3.4f). Through further careful optimization, it is likely that the formation time can be further reduced below 14 hours without compromising cell performance.

**EIS resistances**

The equivalent circuit model used for the EIS fitting is shown in Figure 3.5. \(R_{\text{ohmic}}\), \(R_{\text{sf}}\), and \(R_{\text{ct}}\) represent the ohmic resistance, surface film (electrolyte interphase) resistance, and charge transfer resistance, respectively. On the left in Figure 3.6, the EIS intercepts with the real axis in the high-frequency region are generally considered as \(R_{\text{ohmic}}\), which involves resistances from lithium ion transport through the electrolyte and from electron transport through the electrodes,
Figure 3.3. Average discharge capacities with 90% confidence intervals using different formation protocols during formation cycling (a and c) and post-formation rate capability testing (b and d). Capacities from alternative and modified alternative protocols in (a and c) show only one value at the first cycle for each formation C-rate because the alternative and modified alternative protocols contain only one full discharge.
Figure 3.4. Discharge capacities after the baseline and alternative formations (a, c) and after the baseline and modified alternative formations (e-f) and discharge capacity retentions for the baseline and alternative (b, d) during aging for each 1C and -1C cycle (a-b) and each C/5 and -C/5 loop (c-d) where each loop is 50 cycles.
Figure 3.5. Equivalent circuit model used in this impedance analysis.
Figure 3.6. EIS Nyquist plots from cells with different formation protocols (a, c, and e) near 3.9V ±0.05V during discharge; average areal specific resistances (ASR) of F@C/20 and F@C/5a (b, d, and f) at different voltages before aging cycles (b), after 300 cycles (d), and after 1300 cycles(f).
current collectors, cables, and lead clips between the cell and potentiostat. The first semicircles at the high-to-medium frequency region (ca. 80k - 200 Hz) are related to \( R_{sf} \) and attributed to impedances from lithium ion migration through the surface films.\(^{12-13} \) The second semicircles at the medium-to-low frequency region (ca. 200 – 0.4 Hz) are related to \( R_{ct} \) and are impedances from charge transfer between the liquid electrolyte and solid surface.\(^{14} \)

The linear Warburg-type elements at the low frequency region (ca. 0.4 – 0.01 Hz) correspond to lithium-ion diffusion in the active material particles, which were not included in the data fitting in this study. In parallel to \( R_{sf} \) and \( R_{ct} \) in the equivalent circuit model, \( CPE_{sf} \) and \( CPE_{ct} \) represent the capacitance of the surface film and charge transfer, respectively. A constant phase element (CPE) was applied instead of an ideal capacitor element to take into account imperfect capacitor behavior in a large, porous electrode.

Representative impedances near 3.9 V during discharge from F@C20, F@C/20a, F@C/5 and F@C/5a are shown in Nyquist plots on the left side of Figure 3.6. On the right side of Figure 3.6, average areal specific resistances from the EIS of two extreme cases (F@C/20 and F@C/5a) were compared at different voltages. Resistances from F@C/5a (fastest alternative formation protocol) before aging cycles were slightly lower than those from F@C/20 (slowest baseline formation protocol). As the cells were cycled, the resistances from F@C/5a were significantly smaller than those from F@C/20. In this study, all ohmic resistances increased slightly (by ca. 10%) after 1300 cycles while surface film resistances and charge transfer resistances significantly increased (by 80% or more). The increase in charge transfer resistance was larger than that of the surface film resistance for both F@C/20 and F@C/5a. However, F@C/5a showed 25-30% smaller surface film resistance than F@C/20 both before and after aging cycles, implying the cells with alternative formation cycles had more robust electrolyte interphase layers than those with the baseline formation cycles.

Like the alternative protocols, the additional study for the modified formation protocol also showed that resistances of baseline were also similar to those of cells with the modified protocol (Figure 3.7). Figure 3.7a and 3.7b were obtained using hybrid pulse power characterization (HPPC) analysis and AC electrochemical impedance spectroscopy (EIS).

Regarding baseline protocols, SEI analysis using X-ray photoelectron spectroscopy and separation of anode and cathode resistances using three-electrode cells were elaborated elsewhere.\(^{15-16} \) Further studies are needed to obtain detail cause and effect for the improvement after the alternative formation protocols, including any irreversible change in active materials.
Conclusions

This study demonstrates the effectiveness of a formation protocol having more (shallow) charge-discharge cycles between 3.9 V and 4.2 V and fewer (full depth of discharge) cycles below 3.9 V. The proposed formation protocol shortened formation time by 6 times or more without compromising cell performance; rather, it improved capacity retention, which will have a tremendous impact on the operating and capital cost of manufacturing LIBs. On the other hand, for both protocols, the different C-rates, at least up to C/5 during formation, did not significantly affect capacities and capacity fades. Analysis via EIS showed substantially lower surface film (electrolyte interphase) resistance for the cells that underwent the fastest alternative formation protocol than those that underwent the slowest baseline formation protocol, implying that the alternative protocol provided a more robust and chemically stable electrolyte interphase layer.

A modified fast formation protocol was also proposed and reduced SEI formation time by a factor of 8 or more without compromising cell performance. In the protocol, 1C and C/3 below 3.9 V were used in an attempt to reduce the formation time, while the same C/5 was applied between 3.9 and 4.2 V (shallow cycling region). Discharge capacities during the aging cycles and resistances after the aging cycles were the same with and without the modified protocol within the error range.
Figure 3.7 Areal resistance of cells with the baseline and modified alternative protocol from HPPC tests (a) and EIS (b) after 500 aging cycles.
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CHAPTER IV
CORRELATION OF ELECTROLYTE VOLUME AND ELECTROCHEMICAL PERFORMANCE IN LITHIUM-ION POUCH CELLS WITH GRAPHITE ANODES AND NMC532 CATHODES
A version of this chapter was originally published by Seong Jin An, Jianlin Li, Debasish Mohanty, Claus Daniel, Bryant J. Polzin, Jason R. Croy, Stephen E. Trask, and David L. Wood III:


All experiments, data analysis, and initial draft for this article were done by Seong Jin An. The draft was improved and finalized by Seong Jin An, Jianlin Li, and David L. Wood III. The electrodes used in this study were provided by Bryant J. Polzin, Jason R. Croy, Stephen E. Trask. All other co-authors provided comments on contents.

**Abstract**

The work herein reports on studies aimed at exploring the correlation between electrolyte volume and electrochemical performance of full cell, pouch-cells consisting of graphite/ Li$_{1.02}$Ni$_{0.50}$Mn$_{0.29}$Co$_{0.19}$O$_2$ (NMC-532) as the electrodes and 1.2 M LiPF$_6$ in ethylene carbonate:ethylmethyl carbonate (EC:EMC) as the electrolyte. It is demonstrated that a minimum electrolyte volume factor of 1.9 times the total pore volume of cell components (cathode, anode, and separator) is needed for long-term cyclability and low impedance. Less electrolyte results in an increase of the measured Ohmic resistances. Increased resistance ratios for charge transfer and passivation layers at cathode, relative to initial values, were 1.5 – 2.0 after 100 cycles. At the cathode, the resistance from charge transfer was 2-3 times higher than for passivation layers. Differential voltage analysis showed that anodes were less delithiated after discharging as the cells were cycled.

**Introduction**

In general, aging within cells begins during formation cycles with the decomposition of electrolyte constituents on anode surfaces to form the so-called, solid electrolyte interphase (SEI). Decomposition of electrolyte components and subsequent precipitation of reaction products can also take place on cathode surfaces, particularly when the charge cut-off voltage is higher than the voltage stability of the electrolyte. Typical electrolyte formulations are based on constituents such as ethylene carbonate (EC), diethyl carbonate (DEC), ethylmethyl carbonate (EMC), and LiPF$_6$ and are generally stable up to ~4.5 V vs. Li$^+$/Li (or lower at elevated temperatures). These various, unwanted
“side reaction” occurring during operation and storage are the main contributors to decreased cycle-life of cells through the loss of cyclable lithium and surface degradation resulting in untenable increases in cell impedance due to passivation of the electrode surfaces impeding Li transport to the electrodes.

Increases in electrolyte resistances during aging is typically not severe because the ionic conductivity and electrolyte volumes are sufficiently high initially. However, if the electrolyte becomes overly depleted due to side reactions, its resistance can comprise a considerable portion of the overall cell resistance, resulting in gradual performance decline. Furthermore, loss of lithium ions due to persistent SEI formation continuously shifts the anode to higher voltages as it becomes more underlithiated from cycle-to-cycle. Simultaneously, a corresponding voltage shift is seen at the cathode to maintain the net upper-voltage, charge cut-off. This results in over-delithiation of the cathode as well as an increased propensity for transition metal (TM) dissolution from cathode particles. TM dissolution can cause crystal structure disordering at particle surfaces, film formation, and accelerated lithium loss at the anode due to migration of TM ions through the electrolyte and subsequent incorporation at the anode surface; all of which may contribute to further impedance rise and a decrease in cycle-life.

Ultimately related to both cycle-life and energy densities, overall cost reduction is an important factor for vehicle applications. According to a cost analysis from Wood et al., conducted in 2015, a materials cost breakdown showed that the electrolyte accounted for 9.9% of the total materials cost, making it the third most expensive material after the Ni-Mn-Co-based (NMC) cathode powder and separator. In addition, volumetric energy considerations (Wh/l) are critical for transportation applications and the total volume and weight of battery systems must be accounted for. Therefore, minimizing electrolyte volumes (i.e., cost and weight) used in lithium ion cells, without sacrificing battery performance, is of interest.

To date, very few electrolyte-volume optimization studies have been reported in the literature creating a knowledge gap with respect to smaller-scale research and development. For example, laboratory studies on battery metrics such as cycle-life, power, safety, additives, etc., should be performed under standardized condition that are, as much as possible, relevant to actual battery applications. The effect of electrolyte volume on coin cell performance has been report by Long et al., and they found that a factor of 2.7 was identified as a better volume to pore ratio among factors of 1.7, 2.7, 4.7, and 8.7. However, the optimal electrolyte volume strongly depends on cell configuration. For example, there are variables in coin or pouch cell configuration, such as the dead volume from coin cell parts and ratio of electrode area to pouch or can area. Coin cells have large dead volume at spring zone and around spacers in the cans while pouch cells
are tightly sealed in flexible pouches without spacers and springs under vacuum. Hence, pouch cells generally have negligible dead volume, in which the electrolyte volume to pore ratio is less affected by the dead volume.

Herein, we report our efforts on optimizing (minimizing) the volume of electrolyte used in single-layer, 70 mAh pouch-cells for characterization of NMC/graphite full cell systems and evaluate the effect of cell configuration on the optimal electrolyte volume. Pouch cells with one single-sided NMC cathode, 1 layer of separator and one single-sided graphite anode were used since they represent the typical repeating unit in pouch cells. The electrolyte-volume to pore-volume factors for the pouch cells were evaluated between 1.3 and 3.5 with about 0.5 increments, which covers the optimum factor (2.7) found for coin cells in the Long et al. study within a narrow range. The effect of electrolyte volume used in the cell fabrication on cell performance was characterized in terms of rate capability, capacity fade, impedance change, and hybrid pulse power characterization (HPPC).\textsuperscript{15} Differential voltage analysis was used to understand the state of discharge of cells before and after aging. Half-cells (Li counter electrodes), coin-cells having graphite or NMC working electrodes were also tested to separate the anode differential voltage from that of the cathode, and to compare these data with those of full cells.

**Experimental**

70 mAh single-unit-pouch cells were fabricated using single–sided graphite anodes, single-sided Li\textsubscript{1.02}Ni\textsubscript{0.50}Mn\textsubscript{0.29}Co\textsubscript{0.19}O\textsubscript{2} (NMC-532 from Toda Japan) cathodes, and 1.2 M LiPF\textsubscript{6} in ethylene carbonate (EC) : ethylmethyl carbonate (EMC) (3:7 wt. ratio) electrolytes, denoted as GEN2. All assembly processes were completed in the DOE Battery Manufacturing R&D Facility (BMF) dry room (dew point ≤ -55°C) at Oak Ridge National Laboratory (ORNL) to mitigate water-vapor-related decomposition effects on the electrolyte.\textsuperscript{16} Detailed cell-build information is listed in Table 4.1. The electrodes were fabricated at, and provided by, the Cell Analysis, Modeling, and Prototyping (CAMP) Facility at Argonne National Laboratory (ANL).

The total pore volume of cells was calculated as the sum of individual anode, cathode, and separator pore volumes. The electrolyte volume factor, \(f\), was defined as the supplied electrolyte volume divided by the total cell pore volume, and was tested in the range 1.3 ≤ \(f\) ≤ 3.6. During vacuum sealing of pouch cells, small amounts of electrolyte solvent can be evaporated, the amount of evaporated solvents were accounted for 11% of the supplied electrolyte by weighing and subtracted from the added amount when calculating \(f\). The average molar concentration of LiPF\textsubscript{6} also increased from 1.2 M to ~1.3 M after solvent evaporation.
Table 4.1. Pouch cell information

<table>
<thead>
<tr>
<th></th>
<th>Composition</th>
<th>Loading (Electrode size) Porosity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anode</td>
<td>91.8wt% A12 graphite (ConocoPhillips), 2wt% C-45 carbon (Timcal), 6wt% PVDF (Kureha 9300), 0.17wt% oxalic acid</td>
<td>5.88 mg/cm² (86.4 mm, 58 mm, 44 μm) 38.4%</td>
</tr>
<tr>
<td>Cathode</td>
<td>90wt% Li_{1.02}Ni_{0.50}Mn_{0.25}Co_{0.19}O_{2} (NMC-532, Toda Japan), 5wt% C-45 carbon (IMERYS Graphite &amp; Carbon), 5wt% PVDF (Solvay® 5130)</td>
<td>9.17 mg/cm² (84.4 mm, 56 mm, 34 μm) 38.4%</td>
</tr>
<tr>
<td>Separator</td>
<td>Polypropylene–polyethylene–polypropylene (Celgard® 2325)</td>
<td>- (89 mm, 61 mm, 25 μm) 39%</td>
</tr>
<tr>
<td>Electrolyte</td>
<td>1.2 M LiPF_6 in EC:EMC (3:7 by weight)</td>
<td>-</td>
</tr>
</tbody>
</table>
The pouch-cells were consistently sealed directly adjacent to the electrode stack to minimize the void between the electrodes and the sealing edges. Electrolyte volume factor groups, $F$ (from 1.3 to 3.5) were investigated with five pouch-cells in each group. Table 4.2 shows the five factor groups, $F$, along with individual factors, $f$, for each cell in the group. Each cell was placed for testing between two metal plates and held by four bolts at the plate corners under 0.1 kg/cm$^2$ pressure. The 25 pouch-cells in Table 4.2 were tested using a MACCORM Series 4600 cycler in conjunction with a temperature chamber held at 30°C. The test protocols and procedures in this study, Figure 4.1, were developed as standard protocols under the U.S. DOE’s “Deep-Dive” project on enabling high-voltage lithium-ion cells. Briefly, each cell underwent four initial formation cycles at C/10 charge and discharge rates. Cycle life tests were conducted using C/3 charge/discharge rates, with a three-hour voltage hold at the top of each charge, rate performance tests were conducted before initiating cycle-life testing and after every 20 cycles of the life tests. The rate tests included one charge/discharge cycle at C/10 followed by one charge at C/3 and subsequent discharge at 1C. The 1C rate was defined in terms of the practically achieved capacity during rate testing (not shown) and was determined to be ~180 mAh/g. The voltage limits for all tests were constant between 3.0-4.4 V. Differential voltage analysis was completed using the C/3 voltage curves at each 20-cycle interval.

HPPC testing $^{15}$ was used to investigate the resistance of full cells at different depths of discharge (DODs). HPPC tests were performed before life testing and after every 20 aging cycles. Cells were first charged at a C/3 rate until the voltage reached 4.4 V, discharged at C/3 discharge rates to adjust the 10% DOD, and rested at OCV for 1 hour before the start of each HPPC test. The HPPC tests at every 10% DOD were composed of sets of discharge pulses at 2C for 10 sec., a rest for 40 sec., a regeneration (charge) pulse at 1.5C for 10 sec., and a rest for 40 sec. The resistance was calculated by using current and voltage differences before and after the HPPC discharge pulses.

Electrochemical impedance spectroscopy (EIS) was performed on selected cells before and after life testing. A VSP potentiostat system and EC-Lab (Bio-Logic Science Instruments SAS, France) were used for EIS measurement and impedance data fitting, respectively. Constant phase elements (CPEs) were used for the data fitting instead of capacitor elements because the surfaces of electrodes were not perfectly smooth and the large sizes of electrodes could cause uneven current distributions resulting in imperfect capacitance behavior. The Warburg element at the lowest-frequency domains was not considered in the EIS data fittings for resistance analysis since it is related to solid-state diffusion rather than the resistance. $^{17}$ EIS measurements were performed from 4.2 V to 3.0 V with 0.3 V intervals for full pouch-cells or every 25% charge and discharge intervals for half-cells from 400 kHz to 10 mHz and 5 mV amplitudes.
Table 4.2. Electrolyte volume factor group, $F$, having five individual factor samples, $f$, in each group

<table>
<thead>
<tr>
<th>Factor group</th>
<th>Electrolyte volume to pore volume factor (ratio) of each cell, $f$</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{1.3}$</td>
<td>1.25, 1.29, 1.29, 1.33, 1.32 (from cell #1 to #5)</td>
<td>1.30</td>
</tr>
<tr>
<td>$F_{1.9}$</td>
<td>1.89, 1.94, 1.89, 1.93, 1.90 (from cell #6 to #10)</td>
<td>1.91</td>
</tr>
<tr>
<td>$F_{2.5}$</td>
<td>2.54, 2.50, 2.42, 2.42, 2.62 (from cell #11 to #15)</td>
<td>2.50</td>
</tr>
<tr>
<td>$F_{3.0}$</td>
<td>2.85, 3.10, 3.14, 3.16, 2.94 (from cell #16 to #20)</td>
<td>3.04</td>
</tr>
<tr>
<td>$F_{3.5}$</td>
<td>3.51, 3.52, 3.55, 3.49, 3.56 (from cell #21 to #25)</td>
<td>3.53</td>
</tr>
</tbody>
</table>
Figure 4.1. Test protocol and procedure.
In order to investigate the impedance of individual anodes and cathodes, half-cells were fabricated with electrodes harvested from the full pouch-cells that underwent aging cycles. The aged, full pouch-cells were disassembled and circular electrodes (half-inch diameter) were punched from the anodes and cathodes and assembled into Li/A12 graphite and Li/NMC-532 cathode half-cells, respectively, with fresh separators and GEN 2 electrolytes ($f=10$). All cell disassembly and assembly processes were conducted in an Ar-atmosphere glove box to prevent the electrodes and SEI passivation layers from any reaction with impurities like water, CO$_2$, or O$_2$ in the atmosphere. All data processing and calculations were done using Matlab R2015 (MathWorks, inc).

**Results and discussion**

**Correlation of electrolyte volume and capacity fade**

Figure 4.2a shows the average capacities over the time on test from different electrolyte volume factor groups, $F$, including error bars. All error bars reported this study correspond to 95% confidence intervals. Figure 4.2b plots similar information for selected individual cells within each group as a function of both electrolyte volume factor, $f$, and the number of life-cycle testing, or aging, “loops” completed where each loop corresponds to 20 C/3 charge and discharge cycles. The individual cell with $f=1.25$ (included in the lowest volume factor group) showed significant capacity fade, as seen in Figure 4.2b, relative to other cells in the same group and was excluded from the average capacity calculation of factor group $F$ 1.3 shown in Figure 4.2a. Capacity retentions were determined by the initial and final C/3 capacities obtained during aging cycles. The C/3 average capacities for each cell group were also used in the calculation of capacity-fade rates. Breaks in the data, Figure 4.2a, occur at HPPC testing intervals.

The average C/3 capacity of factor group $F$ 1.3 was 186 mAh g$^{-1}$ on the 1$^{st}$ aging cycle when normalized to the NMC-532 mass, which is slightly higher than the average capacities of the other groups. However, the capacity fade of factor group $F$ 1.3 decreased by 1.03 mAh g$^{-1}$ per cycle during the first 20 cycles while the cell groups with higher electrolyte volume factors remained fairly constant. Over the 100 cycles on test, the average capacity factor group $F$ 1.3 decreased by 35%. Slight increases in capacity can be seen after HPPC cycles for the $F$ 1.3 group, the magnitude of which further increases with cycling. This is a reflection of the changing current rates used and an indication of increasing impedance with time on test. For example, before each HPPC cycle the cathode is more fully lithiated through a slow C/10 cycle, which minimized impedance effects.
Figure 4.2. Correlation of electrolyte volume and cell cyclability (a) Discharge capacity fade at 0.33C/-0.33C for different electrolyte volume factor groups, F; (b) individual cell electrolyte volume factors, f, after each “loop”, where each loop corresponds to 20 0.33C/-0.33C aging cycles. Cells with electrolyte volume factors greater than 1.9 demonstrate comparable cyclability.
Upon continued, C/3 aging, the capacity quickly fades to pre-HPPC levels. For the factor groups $F_{1.9}$ and higher, the average capacities were 176 mAh g$^{-1}$ after the first aging cycle and decreased by only 11%-14% after 100 cycles. Although $F_{1.9}$ and above showed similar performance, the factor group $F_{3.5}$ had higher cell to cell variations after 85 cycles and slightly higher capacity fade than $F_{1.9}$ at the end of cycles. In a coin cell study from Long et al.,$^{14}$ the best capacity performance was shown at $F_{2.7}$ followed by $F_{4.7}$, $F_{8.7}$ and $F_{1.7}$. The electrolyte effect on coin cell performance is similar to that on pouch cells except that the optimal volume factor in pouch cells is lower ($F_{1.9}$ vs. $F_{2.7}$) which is most likely due to cell configuration.

Figure 4.3 shows C/3 voltage vs. capacity plots of four representative samples, $f$, from different cell groups, $F$, on the first cycle of every 20-cycle aging loop. An example from the $F_{3.0}$ group is not shown because the performance was almost identical to that of the $F_{3.5}$ group shown in Figure 4.3d. The capacity fade rate and impedance effects of the $F_{1.3}$ sample was by far the highest out of the five sample groups as can be seen in Figure 4.3a.

Figure 4.4 shows the results of the C/10 and 1C rate performance tests before aging cycles and after every 20 aging cycles. Capacities among the groups at the slow C-rate of C/10 were fairly similar, while those at the high C-rate of 1C showed more significant differences, especially for the $F_{1.3}$ group. The differences at the higher rate are a reflection of the higher impedances of the $F_{1.3}$ group, possibly due to the inability to access all active material by the electrolyte at these low levels and/or more significant electrolyte depletion effects at high C-rate with less electrolyte. Regardless, this C-rate dependence is a clear indication of higher overall cell resistance in the low-electrolyte, $F_{1.3}$ group.

**Hybrid pulse power characterization (HPPC) analysis**

Figure 4.5 shows the average resistances of different factor groups derived from the HPPC testing cycles. The calculated resistances correspond well to the capacity fade results shown in Figure 4.2. The resistances of the factor group $F_{1.3}$ (in Figure 4.5a and 4.5f) dramatically increased right from the onset of cycling. After just 20 aging cycles (1$^{st}$ loop), the resistances of $F_{1.3}$ cells exceeded those of higher factor groups that underwent 80 aging cycles (4$^{th}$ loop), as shown in Figure 4.5e. After further cycling, the rate of resistance increases of $F_{1.3}$ group slowed and was similar to that of other higher factor groups. Unlike the other factor groups, data from the $F_{1.3}$ group indicates that multiple degradation processes significantly contributed during the first 20 cycles. Specifically, large changes in electrolyte concentration (following a first-order reaction in a closed system) as well as a passivation layer growth (which is
Figure 4.3. Voltage profiles of (a) $f_{1.29}$, (b) $f_{1.94}$, (c) $f_{2.50}$, and (d) $f_{3.51}$ on the first cycle of every C/3, aging-cycle test loop, where each loop includes 20 aging cycles.
Figure 4.4. Discharge capacities of different electrolyte volume factor groups, F, at (a) C/10 and (b) 1C at the end of each life-cycle test loop, where each loop includes 20 aging cycles.
Figure 4.5. Resistances from HPPC tests at different voltages during discharge after every 20 aging cycles for electrolyte volume factor group F 1.3 (a), F 1.9 (b), F 2.5 (c), and F 3.5 (d); resistances of individual electrolyte volume factors, f, at 50% discharge (e) with “0 loop” representing resistance before cycling and each subsequent loop representing 20 additional aging cycles; resistances of individual cells at 50% discharge for electrolyte volume factor groups F 1.3 and F 1.9 (f).
proportional to the square root of time at constant temperature for diffusion-limited layer growth) may both contribute to impedance effects.\textsuperscript{18}

It is likely that factor groups higher than $F_{1.9}$ would not show this significant concentration effect since the volume of the electrolyte was much larger. The average resistance value of the $F_{1.9}$ group (Figure 4.5b) was slightly higher than those of the $F_{2.5}$ (Figure 4.5c) and $F_{3.5}$ groups (Figure 4.5d) but all three were equal within the error. The resistances at 50% DOD (Figure 4.5e) clearly show low electrolyte volume, $F_{1.3}$, caused an increase in resistance. More analysis on resistance contributions is discussed in the following AC impedance analysis section.

\textit{Impedance analysis - EIS}

Since the above tests showed no significant difference among the factor groups $F_{1.9}$ and higher, and part of the goal is an optimization/minimization of electrolyte volumes, EIS studies were carried out on selected cells within the factor groups $F_{1.3}$ and $F_{1.9}$ only. Figure 4.6 shows Nyquist plots for electrolyte volume factors $f_{1.25}$, $f_{1.29}$, $f_{1.89}$, and $f_{1.94}$ from harvested NMC-532 cathodes, re-assembled in lithium half-cells, before and after 100 aging cycles. Based on the equivalent circuit model shown in the inset of Figure 4.6b, the charge transfer resistance ($R_{ct}$) and the resistance of the passivation layer ($R_{pl}$), before and after aging, were calculated at 3.6 V during the discharge.

The calculated values are compared in Figure 4.7a for the $f_{1.25}$ and $f_{1.89}$ cells. Since the Ohmic resistance ($R_\Omega$) can be affected by many factors, including cell format, comparison of $R_\Omega$ from the aged, full pouch-cells with that of the half-cells (coin cells) is not particularly useful. Hence, the $R_\Omega$ from the coin-cells were not included in the comparisons of Figure 4.7; $R_\Omega$ values are, however, reported in Figure 4.7b for the aged pouch-cells. Based on Figure 4.7a, the $R_{pl}$ and $R_{ct}$ values of the NMC-532 increased by factors of ~1.5-2.0 after 100 aging cycles.

Analysis of full cells (Figure 4.7b, right) shows Ohmic resistances of the $f_{1.25}$, $f_{1.29}$, $f_{1.89}$, and $f_{1.94}$ were 91, 33, 14, and 13 Ohm cm\textsuperscript{2}, respectively. Ohmic resistances at 3.6 V (vs. LiC\textsubscript{x}) of the $f_{1.94}$ and $f_{1.25}$ cells accounted for 15% and 46% of the overall resistance, respectively, where Ohmic resistance includes bulk electrolyte resistance and electrical resistances of all components and connections. Assuming the electrical resistances of all components and connections are similar in all cells, the bulk electrolyte resistance is the only difference in the Ohmic component among the different electrolyte volume factors. Hence, it can be concluded from Figure 4.7b that the resistance of the electrolyte of the full cells was a major component of the overall resistance for $f_{1.25}$ in the factor group $F_{1.3}$. 

156
Figure 4.6. EIS data of NMC cathode half-cells from harvested pouch-cells before cycling (a-b) with electrolyte volume factors of f 1.25 (a) and f 1.89 (b) and after 100 cycles (c-f) with different electrolyte volume factors of f 1.25 (c), f 1.89 (d), f 1.29 (e), and f 1.94 (f).
Figure 4.7. Resistances of NMC cathode half-coin cells at 3.6V vs. Li/Li+ (a) calculated using Figure 4.6 data and the equivalent circuit model in Figure 4.6b inset, resistance of half-coin cells at 3.6 V vs. Li/Li+ and full pouch-cells at 3.6 V (vs. LiCx) during discharge after 100 cycles (b).
As shown in Figure 4.7b (left), the harvested NMC-532 half-cells had slightly lower resistances (R_{pl} and R_{ct}) than those of the full pouch-cells (Fig. 4.7b, right) because the resistances of a graphite anode are not present in the half-cells. However, resistance increases are known to be minimal for aged graphite electrodes\textsuperscript{19} and the values from the aged NMC-532 half-cells agree fairly well with those from the full pouch-cells, implying that most of R_{pl} and R_{ct} increases of full pouch-cells can be attributed to the cathode electrode as previously reported.\textsuperscript{19}

**Effect of electrolyte volume**

Figure 4.8 shows differential voltage plots of half-cells with electrodes harvested from full pouch-cells after 100 cycles for the \( f_{1.94} \) (Figures 4.8a and 4.8c) cell of the \( F_{1.9} \) factor group and the \( f_{1.29} \) (Figures 4.8b and 4.8d) cell of the \( F_{1.3} \) factor group. Since there was no significant difference in differential voltage curves for the anode before and after aging, only one anode curve is shown for each factor. All half-cells were filled with the same amount of fresh electrolyte to eliminate electrolyte volume effects on half-cell differential voltage analysis.

Unlike the differential voltage curves for the \( f_{1.94} \) cell in Figure 4.8a, those of the \( f_{1.29} \) cell in Figure 4.8b did not exhibit an "N-shape" in the high anode DOD region (dashed boxes, Figures 4.8a and b); the latter curve being relatively featureless. In Figure 4.8c, it can be seen that the N-shape and its DOD position for the \( f_{1.94} \) cell did not change significantly over the \( \sim 100 \) aging cycles. But the size of the N-shape changed. Therefore, based on the size of the peak at the N-shape location, the anode DOD can be estimated in a full cell without a reference electrode. However, this is not the case for the \( f_{1.29} \) cell where no clear "N-shape" marker is observed.

NMC-532 cathode half-cell curves, before and after aging, are shown under the A12 graphite anode half-cell curves in Figures 4.8a and 4.8b, labeled as (1) and (2) respectively. The NMC-532 cathode positions in a full cell vary depending on the anode DOD, which cannot be measured without a full cell reference electrode. Hence, the positions of the NMC-532 cathode curves were estimated to illustrate the correlations with the anode DOD. Overall capacity in a full cell is purposely cathode-limited in order to prevent lithium dendrite formation.\textsuperscript{20} Comparing half-cells in Figure 4.8a with a full cell in Figure 4.8c, the NMC-532 curve (2) is observed to shift towards lower DOD during cycling, away from N-shaped peak position of the anode.

This shift indicates that anode voltage at lower cut-off cell voltage is shifting downwards because of lithium losses in anode as cell is aged. At the same time,
Figure 4.8. Differential voltage curves of harvested half-cells from full pouch cells with f 1.94 (a) and f 1.29 (b) and differential voltage curves of full pouch cells with f 1.94 (c) and f 1.29 (d). (1) and (2) are cathode curves before and after aging cycles, respectively.
the anode voltage at higher cut-off cell voltage is shifting upwards because of cathode capacity losses. Based on the analysis of Figure 4.8, the anode is neither fully charged due to lithium losses in anode nor fully discharged due to cathode capacity loss when the cathode is aged. It was also demonstrated that cathode resistance was relatively higher than that of the anode since the absolute values of differential voltage, |dV/dQ| in Figure 4.8a and 4.8b, are proportional to resistance. The absolute values of the differential voltage curves in Figure 4.8c and 4.8d corresponded to increases in overall full cell resistance as they were cycled.

Conclusions

Correlations of electrolyte volume with performance in 70 mAh lithium ion batteries having graphite/LiNi_{0.5}Mn_{0.3}Co_{0.2}O_2 (NMC-532) was investigated. It is demonstrated that the electrolyte volume to total pore volume of electrodes and separators needs to be at least 1.9 in this study to achieve desired performance while a factor of 2.7 was identified as a better volume to pore ratio in coin cell studies.\(^\text{14}\) The lower optimal electrolyte volume in pouch cells is ascribed to the smaller dead volume portion and confirms that cell configurations affect the optimal electrolyte volume. Less electrolyte resulted in higher capacity fade. In addition, there was no significant improvement in cyclability and impedance reduction on further increasing the electrolyte volume factor above 1.9. Thus, the optimum electrolyte volume factor was determined to 1.9 from this work.
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CHAPTER V
ELECTROLYTE VOLUME EFFECTS ON ELECTROCHEMICAL PERFORMANCE AND SOLID ELECTROLYTE INTERPHASE IN SI-
GRAPHITE/NMC LITHIUM-ION POUCH CELLS
A version of this chapter was originally published by Seong Jin An, Jianlin Li, Claus Daniel, Harry M. Meyer III, Stephen E. Trask, Bryant J. Polzin, and David L. Wood III:


All experiments, data analysis, and initial draft for this article were done by Seong Jin An. The draft was improved and finalized by Seong Jin An, Jianlin Li, and David L. Wood III. The electrodes used in this study were provided by Bryant J. Polzin and Stephen E. Trask. All other co-authors provided comments on contents.

Abstract

This study aims to explore the correlations between electrolyte volume, electrochemical performance, and properties of the solid electrolyte interphase in pouch cells with Si-graphite composite anodes. The electrolyte is 1.2 M LiPF$_6$ in ethylene carbonate:ethylmethyl carbonate with 10 wt.% fluoroethylene carbonate. Single layer pouch cells (100 mAh) were constructed with 15 wt.% Si-graphite / LiNi$_{0.5}$Mn$_{0.3}$Co$_{0.2}$O$_2$ electrodes. It is found that a minimum electrolyte volume factor of 3.1 times the total pore volume of cell components (cathode, anode, and separator) is needed for better cycling stability. Less electrolyte causes increases in ohmic and charge transfer resistances. Lithium dendrites are observed when the electrolyte volume factor is low. The resistances from the anodes become significant as the cells are discharged. Solid electrolyte interphase thickness grows as the electrolyte volume factor increases and is non-uniform after cycling.

Introduction

The attention for anode materials has recently shifted from graphite to silicon and its composites because of its high theoretical capacity (3,579 mAh g$^{-1}$ for Li$_{13}$Si$_4$ and 4,199 mAh g$^{-1}$ for Li$_{22}$Si$_5$). However, silicon suffers from a volume change of up to 311% with lithiation. The unit cell volume is 160.2 Å$^3$ for cubic Si, 308.9 Å$^3$ for rhombohedral Li$_{14}$Si$_6$ (Li$_{2.33}$Si), 538.4 Å$^3$ for orthorhombic Li$_{13}$Si$_4$ (Li$_{3.25}$Si), and 659.2 Å$^3$ for cubic Li$_{22}$Si$_5$ (Li$_{4.4}$Si). These excessive volume changes result in unstable SEI and mechanical breakdown of the electrode. Furthermore, the unstable SEI leaves fresh Si surface exposed to electrolyte. This causes
continuous SEI formation via electrolyte decomposition and leads to low Coulombic efficiency.\textsuperscript{5}

Due to the large volume changes of silicon, use of pure silicon as an electrode is challenging. Hence, many scientists have studied Si-based composites or mixed materials such as Si alloys, Si-C composites, Si with carbon nanomaterials, or Si with graphene.\textsuperscript{6,7} Replacing micron-sized silicon particles with nanoscale morphologies also helps to mitigate large stresses associated with the volume changes.\textsuperscript{8} A mixture of graphite and nanoscale Si was selected for the anode active materials in this study. While many types of Si have been investigated, electrolytes and additives have also been studied to improve capacity retention. Electrolytes are the origins of SEI components and a key factor controlling SEI integrity and reversible capacity.\textsuperscript{9}

Despite the importance of the electrolyte, the impact of electrolyte volume on the stability of cells with Si-based anodes has not been reported. Many of the results reported in the literature are derived from experiments with coin cells, where the electrolyte volume is in large excess (essentially flooded). While the electrolyte volume in practical lithium-ion cells is barely reported in literature, our previous study with graphite/LiNi\textsubscript{0.5}Mn\textsubscript{0.3}CO\textsubscript{0.2}O\textsubscript{2} (NMC) pouch cells demonstrated that 1.9 times of electrolyte volume to pore volume of electrode and separator was optimum among tested volume ratios (1.3, 1.9, 2.5, 3.0, and 3.5) for long-term cycling stability with low impedance.

Low electrolyte volume results in an increase of the ohmic resistances.\textsuperscript{10} The previous electrolyte volume experiments were performed in order to compare results from pouch cells and coin cells.\textsuperscript{11} In this study, efforts have been made to optimize the volume of electrolyte used in 15 wt.% Si-graphite/NMC full cell systems in pouch format. The effect of electrolyte volume on cell performance was characterized in terms of capacity fade, impedance change, and hybrid pulse power characterization (HPPC). Surface elements were characterized using X-ray photoelectron spectroscopy (XPS) with sputter depth profiles. The thickness and composition of the SEI was determined.

**Experimental**

The electrolyte was 90 wt.% “Gen 2” and 10 wt.% fluoroethylene carbonate (FEC). Gen 2 is the electrolyte formulation adopted by Argonne National Laboratory (ANL) and Oak Ridge National Laboratory (ORNL) and is 1.2 M LiPF\textsubscript{6} in ethylene carbonate:ethylmethyl carbonate (EC:EMC) (3:7 by weight). FEC was included as an additive in Gen 2 because of improvement in cycle life of Si anode with it.\textsuperscript{12,13} Electrolyte volume factor, $F$, was defined as the supplied electrolyte volume divided by the total cell pore volume (the sum of pore volumes in anode,
It is noted that the contribution of electrode separation and edge effects to the total void volume depends on the cell geometry and configuration. Thus, the optimum factor, $F$, would be expected to be different for other cell designs. The electrolyte volume would also vary with the surface roughness of the electrodes. Five volume factors from 1.6 to 3.5 were investigated at 25°C with four cells in each volume factor group. Each cell had 100 mAh capacity at C/20 with a single-side coated anode and cathode. Tables 5.1 and 5.2 show cell component chemistries and the five electrolyte volume factor groups, $F$, respectively. Details of the processes and conditions for the cell assembly, test equipment, and test set-up are elaborated elsewhere. All cell assembly was completed in the DOE Battery Manufacturing R&D Facility (BMF) dry room (dew point $\leq -55°C$) at ORNL. The electrodes were fabricated at, and provided by, the Cell Analysis, Modeling, and Prototyping (CAMP) Facility at ANL. The anode contained 73 wt.% graphite, 15 wt.% 50-70 nm silicon, 10 wt.% lithium polyacrylate (LiPAA), and 2 wt.% carbon. The LiPAA binder was prepared by titration of polyacrylic acid with LiOH to neutral pH.

The test protocols (shown in bold boxes in Figure 5.1) were developed as standard protocols under the U.S. DOE’s “Deep-Dive” project on enabling high-energy/high-voltage lithium-ion cells. Testing included 3 formation cycles at C/20 charge and discharge rates, an initial DC resistance test (1 cycle), 92 aging cycles, a final DC resistance test (1 cycle), and 3 final cycles. Cells were cycled with cut-off voltages of 4.1 V and 3.0 V for all tests. The voltages were held at 4.1 V during charging until the current dropped to C/20. AC electrochemical impedance spectroscopy (EIS) tests were included after the final cycles to analyze resistances in detail. The flow diagram for the test protocols and procedures is shown in Figure 5.1. The hybrid pulse power characterization (HPPC) test was used to investigate the DC resistance of full cells at different depths of discharge (DOD). Discharge C-rate for the HPPC pulses was 3C (1C rate is based on 130 mAh g$^{-1}$ of NMC). Other details of test procedures including the set-up for HPPC and AC impedance measurement are described elsewhere. Bio-Logic potentiostats / galvanostats (VSP) and EC-Lab® software version 11 were used to obtain and fit EIS data and extract the ohmic resistance ($R_{\text{ohmic}}$), surface film resistance ($R_{\text{sf}}$, or SEI resistance), anode charge transfer resistance ($R_{\text{ct1}}$), and cathode charge transfer resistance ($R_{\text{ct2}}$). All data processing and calculations except the EIS data fitting were done using Matlab R2016 (MathWorks, Inc.).

XPS (K-Alpha, Thermo Scientific) was adopted to analyze the surface elements from harvested anodes. XPS depth profiles were also used to estimate the SEI layer thicknesses. All cells were discharged to 3 V at C/20 before disassembly, and the anodes were harvested in an argon atmosphere glove box. The harvested electrodes were lightly rinsed with EMC solvent, dried in the glove box, and loaded in a vacuum transfer module to avoid air and moisture contact.
<table>
<thead>
<tr>
<th></th>
<th>Composition</th>
<th>Loading</th>
<th>Size</th>
<th>Porosity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Anode</strong></td>
<td>73 wt.% Hitach MAGE, 15 wt.% NanoAmor Silicon (50-70 nm), 2 wt.% C-45 carbon (Timcal), 10 wt.% LiPAA (LiOH titrate)</td>
<td>3.28 mg/cm²</td>
<td>86.4 mm x 58 mm x 30 μm</td>
<td>46.4%</td>
</tr>
<tr>
<td><strong>Cathode</strong></td>
<td>90 wt.% LiNi₀.₅Mn₀.₃Co₀.₂ (TODA), C-45 carbon (Timcal), 5 wt.% PVDF (Solvay® 5130)</td>
<td>11.32 mg/cm²</td>
<td>84.4 mm x 56 mm x 42 μm</td>
<td>33.6%</td>
</tr>
<tr>
<td><strong>Separator</strong></td>
<td>Polypropylene–polyethylene–polypropylene (Celgard® 2325)</td>
<td>-</td>
<td>89 mm x 61 mm x 25 μm</td>
<td>39%</td>
</tr>
<tr>
<td><strong>Electrolyte</strong></td>
<td>90 wt.% “Gen2” (1.2 M LiPF₆ in EC:EMC 3:7 by weight), 10 wt.% FEC</td>
<td>-</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 5.2. Electrolyte volume factor group, $F$, having five individual factor samples in each group

<table>
<thead>
<tr>
<th>Factor group</th>
<th>Ratio of electrolyte volume to pore volume ($F$) for each cell</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{1.6}$</td>
<td>1.69, 1.69, 1.53, 1.53 (from cell #1 to #4)</td>
<td>1.61</td>
</tr>
<tr>
<td>$F_{2.1}$</td>
<td>2.08, 2.07, 2.07, 2.08 (from cell #5 to #8)</td>
<td>2.08</td>
</tr>
<tr>
<td>$F_{2.6}$</td>
<td>2.58, 2.57, 2.55, 2.53 (from cell #9 to #12)</td>
<td>2.55</td>
</tr>
<tr>
<td>$F_{3.1}$</td>
<td>3.05, 3.07, 3.07, 3.08 (from cell #13 to #16)</td>
<td>3.07</td>
</tr>
<tr>
<td>$F_{3.5}$</td>
<td>3.55, 3.56, 3.48, 3.49 (from cell #17 to #20)</td>
<td>3.52</td>
</tr>
</tbody>
</table>
Figure 5.1. Test protocol and procedure.
The transfer module was directly inserted into the XPS chamber with a base pressure $10^{-9}$ Torr. Hence, the electrode samples analyzed by XPS were never exposed to ambient air and moisture. The X-ray source was monochromated Al Kα with a spot size of 400 µm and 1486.6 eV photon energy. The system used an electron flood gun for charge compensation. The analysis depth is expected to be 5–10 nm. Additional information about the XPS system and data analysis are available in our previous work. Scanning electron microscopy (SEM, Merlin VP, Zeiss) combined with energy dispersive spectroscopy (EDS) was used to collect anode surface images and elemental information.

Results and discussion

Correlation of electrolyte volume and capacity fade

During the first three cycles, cell-to-cell variations in discharge capacity were large for all factor groups. Figure 5.2 shows average discharge capacities and irreversible capacity losses (ICLs) during first three (1st – 3rd cycle) at C/20, aging cycles (4th – 97th cycle) at C/3, and last three cycles (98th – 100th cycle) at C/20 charge and discharge rates with 95% confidence intervals as error bars. Among them during the first three cycles (Figure 5.2a – 5.2b), F1.6 showed the lowest average discharge capacities (87 - 97 mAh g⁻¹) with the largest error bars (44 - 43 mAh g⁻¹, one-side) while F2.1 showed the smallest error bars (9 - 3 mAh g⁻¹, one-side) and the highest average discharge capacities (134 mAh g⁻¹). ICLs at F1.6 were also the highest (30.4 mAh g⁻¹, 3.6%) while those at F2.6 were the lowest (21.3 mAh g⁻¹, 1.5%). After 100 cycles (Figure 5.2e – 5.2f), F3.5 group showed the highest discharge capacity (65 mAh g⁻¹) which was slightly higher than F3.1 group (63 mAh g⁻¹) but the difference was insignificant considering the error range. Their ICLs were also the lowest (2.7%). Capacities of F1.6 at C/20 during the final cycles seem closer to those of F3.1 and higher than those of F2.1 and F2.6. However, the capacities of F1.6 remained far below the other groups during the aging cycles at higher rate (C/3) (Figure 5.2c). While the error bars for the F1.6 group were large, clear trends in the capacity and ICL were observed for the other groups after the aging cycles (Figures 5.2e and 5.2f).

During the aging cycles, both F3.1 and F3.5 showed the highest capacity retentions (about 52% from the maximum capacity to the final capacity) and the lowest ICLs (Figure 5.2c and 5.2d). In general, capacity and capacity retention increased with increasing volume factor up to F3.1. The ICLs of all groups continuously increased as cells were cycled, which is opposite to what was observed for graphite anodes without Si. Since it is believed that ICL is strongly related to electrolyte decomposition, the increase in the ICL indicates that the SEI on Si particles was not stable.
Figure 5.2. Correlation of electrolyte volume and cell cyclability. Discharge capacities during (a) first three cycles at 0.05C/-0.05C, (c) aging cycles at 0.333C/-0.333C, and (e) last three cycles at 0.05C/-0.05C for different electrolyte volume factor groups, $F_i$; corresponding irreversible capacity losses (ICLs) during (b) the first three cycles, (d) aging cycles and (f) the last three cycles. Cut-off voltages were 3 and 4.1 V. Voltage for the aging cycle was held at 4.1 V until current reached 0.05C. Error bars correspond to 95% confidence intervals.
This instability is probably due to pulverization induced by large stress from volume changes during charging and discharging.\textsuperscript{17} Jansen et al. reported thickness of silicon based anodes increased by 50 to 60\% after charge.\textsuperscript{18} The volume expansion also depends on the compression during testing which we are working on and will be reported in the future.

The Si particles experienced changes not only in volume but also in shape, which further destabilized the SEI layer. Figure 5.3 shows top-down SEM images of (a) the pristine Si-graphite anode and (b) F1.6 and (c) F3.5 anodes cycled for 100 times and discharged. Unlike the pristine anode, which showed spherical Si and conductive carbon particles (not distinguishable in the image), the shape of particles covered by SEI became irregular after cycling. The change in particle shape agreed well with an earlier TEM study.\textsuperscript{19} SEI covering the particles was bulkier for F3.5 compared to F1.6, which implies that electrolyte decomposed more on Si particles at F3.5 due to the more abundant electrolyte (reactant). SEI thickness analysis also showed thicker SEI at F3.5 than at F1.6 and is elaborated in section 3.3.

The SEM images also show the presence of some relatively bare graphite particles that were not covered with silicon and carbon. EDS results from F1.6 and F3.5 (Figure 5.4 and Table 5.3) showed that the silicon-carbon rich zone (Zone 2) had more oxygen and fluorine elements than the graphite-rich zone (Zone 1). This indicates that SEI was formed preferentially on the silicon-carbon zone, since oxygen and fluorine are key elements of SEI components such as lithium carbonate and LiF. EDS analysis showed 3.5-4.8 atomic percentage of Si at the graphite rich zone because effective analysis depth is large at 20 kV (e.g. 1-2 µm in Si). Because of the same reason, silicon atomic percentage was not significantly high at the silicon-carbon rich zone.

Low electrolyte volume, F1.6, caused lithium dendrite formation on an anode (Figure 5.5). After 100 cycles, the separator for F1.6 was also dry. Visual inspection of the F1.6 anode revealed that some regions of the electrode did not contribute to charge-discharge processes properly due to lack of electrolyte. These areas were relatively bright and light green in color, similar to the pristine anode. Darker areas indicated where the electrode did cycle. The color change is due to the conversion of crystalline Si to amorphous Si during lithiation. The dendrites formed on dark areas surrounded or near by the relatively-bright areas due to the locally low negative-to-positive capacity ratio. Unlike F1.6, there was plenty of electrolyte on the separator for F2.6 and F3.5 groups and no lithium dendrites were observed.
Figure 5.3. SEM images of (a) pristine 15 wt.% Si-graphite anode and (b) $F1.5$ and (c) $F3.5$ anode cycled 100 times. Magnification of the images on left and right are 200,000 X and 25,000 X, respectively.
Table 5.3. Atomic percentages of elements from EDS analysis on cycled anodes of \textit{F1.6} and \textit{F3.5}. The locations of Zone 1 (graphite rich) and Zone 2 (silicon-carbon rich) are indicated at Figure 5.5

<table>
<thead>
<tr>
<th></th>
<th>Atomic percentage / %</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Zone 1, graphite rich</td>
<td>Zone 2, silicon-carbon rich</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>\textit{F1.6}  \textit{F3.5}</td>
<td>\textit{F1.6} \textit{F3.5}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carbon</td>
<td>61 63</td>
<td>51 48</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oxygen</td>
<td>27 25</td>
<td>33 33</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fluorine</td>
<td>9 6</td>
<td>10 12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Silicon</td>
<td>3 5</td>
<td>5 6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phosphorus</td>
<td>&lt; 1 &lt; 1</td>
<td>&lt; 1 &lt; 1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 5.4. Different EDS analysis areas from cycled anodes of (a) F1.6 and (b) F3.5. Rectangular zone 1 and 2 focus on graphite and Si mixed with carbon, respectively. EDS data are shown in Table 5.3.
Figure 5.5. Images of cathodes, anodes and separators from F1.6, F2.6, and F3.5 after 100 cycles.
Resistance analysis

Resistances were characterized before and after aging cycles using HPPC. Figure 5.6 shows the individual cell resistances during discharge for different factor groups. The HPPC test was programmed to end when the lower cut-off voltage of 3.0 V was reached. This resulted in different numbers of resistance data points for different samples and cycle numbers. The initial capacities from two of F1.6 cells were lower than the other two, and the cells reached the lower cut-off voltage instantly, resulting in a complete bypass of the HPPC test. Hence, the F1.6 data at Figure 5.6a were from only two samples having lower resistance than the other two cells in the group. F1.6 showed the highest resistance on average with large cell-to-cell variations. In general, the resistances of all cells increased as voltage decreased. The initial resistances (4th cycle) of F2.1 and above were almost identical (32 – 35 Ohm-cm² near 3.6 V) while those of F1.6 were much higher (57 – 66 Ohm-cm² near 3.6 V). After the 97th cycle, cells in the F3.1 and F3.5 groups demonstrated the lowest resistance (about 50 Ohm-cm² near 3.6 V), followed by F2.6 (average 73 Ohm-cm²), F2.1 (over 90 Ohm-cm²), and F1.6 (average 127 Ohm-cm²). Hence, F3.1 represented the minimum electrolyte amount to minimize resistance increase during cycling. This was also consistent with the long-term cycling data (Figure 5.3), which showed the least capacity fade for the F3.1 and F3.5 groups.

The resistances were also measured using EIS at different voltages after 100 cycles. Figure 5.7 shows selected impedance data of different factor groups between 3.7 V and 3.8 V and areal resistances at different voltages. The EIS results were in agreement with the HPPC results with the lowest resistance at F3.1 and F3.5 groups (26 – 30 Ohm-cm² near 3.6 V), which was just a few Ohm-cm² lower than the HPPC results. Similar to the HPPC results, there was no significant difference in resistances from F3.1 and above.

Figure 5.8a shows the equivalent circuit model used to fit the EIS data along with definitions of the circuit elements and their frequency domains. As examples, Figure 5.8b and 8c illustrate EIS data ranges and the corresponding frequency domains of F3.5 for the fits at 4.1 V and 3 V. The resistance elements obtained in this study were ohmic resistance (R_{ohmic}), surface film resistance (R_{sf}, or SEI resistance), charge transfer resistance I (R_{ct1}, or anode charge transfer resistance), and charge transfer resistance II (R_{ct2}, or cathode charge transfer resistance). For full cells with graphite anodes, the frequency domain III that belongs to anode charge transfer resistance, R_{ct1}, does not generally appear as a distinct semi-circle. However, the R_{ct1} was a significant component for full cells with Si-containing anodes, especially at low voltages.

Each resistance derived from the EIS after 100 cycles is shown in Figure 5.9. The electrolyte resistances indicated as R_{ohmic} were affected by low electrolyte
Figure 5.6. Resistances of 15 wt.% Si-graphite/NMC532 cells from HPPC tests at different voltages during discharge at 4th and 97th cycles for electrolyte volume factor group F1.6 (a), F2.1 (b), F2.6 (c), F3.1 (d), and F3.5 (e).
Figure 5.7. (a) Impedance spectra of 15 wt.% Si-graphite/NMC532 cells near 3.75 V after 100 cycles with different electrolyte volume factor groups. (b) Total resistances from EIS at different voltages. Equivalent circuit model for the EIS data fitting is shown in Figure 5.8.
Figure 5.8. (a) Equivalent circuit model for EIS data fitting and definitions and four frequency domains of elements. As examples, EIS data of F3.5 at (b) 4.1 V and (c) 3 V after 100 cycles and their data ranges for the fittings.
Figure 5.9. Areal specific resistances (ASR) from EIS at different voltages in different electrolyte volume factor groups, (a) ohmic resistance ($R_{\text{ohmic}}$), (b) surface film resistance ($R_{sf}$), (c) anode charge transfer resistance ($R_{ct1}$), and (d) cathode charge transfer resistance ($R_{ct2}$).
volumes. The highest $R_{\text{ohmic}}$ was measured for $F1.6$ (about 35 Ohm/cm$^2$) followed by $F2.1$ (about 20 Ohm/cm$^2$). $F2.6$ and above showed similar electrolyte resistance (about 10 Ohm/cm$^2$). $R_{\text{ohmic}}$ was independent of voltage, as expected. In contrast, all other resistances increased at lower voltages. Surface film resistance, $R_s$, is related to the SEI layer and was the lowest at $F3.1$ and $F3.5$ (2 - 3 Ohm/cm$^2$ near 3.6 V). While the SEI layer for the higher factor group ($F3.5$) was thicker than the lower factor group ($F1.6$ and $F2.6$), this SEI layer was likely porous. Anode surface analysis section explains SEI thicknesses and porosities in detail. $F3.1$ and $F3.5$ also showed the lowest anode ($R_{\text{ct1}}$, 2 - 3 Ohm/cm$^2$ near 3.6 V) and cathode charge transfer resistance ($R_{\text{ct2}}$, 12 - 13 Ohm/cm$^2$ near 3.6 V). The charge transfer resistances for volume factors of $F2.6$ and below were higher than those of $F3.1$ and $F3.5$ especially at voltages below 3.6 V. The charge-transfer resistance also became more voltage-dependent as the electrolyte volume decreased. This is reasonable because energy requirement resulting in voltage loss becomes higher as the electrolyte volume decreases: fewer opportunities for transferring electrons.

**Anode surface analysis**

Three factor groups ($F1.6$, $F2.6$, and $F3.5$) were selected for anode surface analysis since the electrochemical performance of $F3.1$ is similar to $F3.5$. The thicknesses of the surface film (SEI) were estimated using XPS depth profiles. Figure 5.10 shows surface film element profiles of the three groups along the depth direction from the surfaces. All specimens were taken from the same location at each anode to avoid a geometric effect. The depth was calculated based on the assumption that the film has the same etching rate as SiO$_2$. The counts per second (CPS) data from element peaks were smoothed using the LOESS model (locally weighted polynomial regression). The thicknesses were estimated based on the CPS of elements corresponding to SEI or silicon active components along the thickness direction. Four elements were chosen for the estimation: Li from LiF (55.6 eV), Si from bulk Si (99.6 eV) and Li$_x$SiO$_y$ (102.8eV), C from carbonates (292.6 eV), and O from carbonates (532 eV for C = O and 533.5 eV for C - O). LiF and carbonates form SEI components from electrolyte decomposition. Li$_x$SiO$_y$ forms from the conversion of surface silicon oxides and is one of dominant species on cycled silicon surfaces. In Figure 5.10, each CPS of elements was normalized by its own maximum because the CPS varied with different elements. The following assumptions were made to define the SEI thickness:

1) CPS of the Li peak from LiF increases as the depth approaches the Si active particles because LiF is more abundant in the inner surfaces of the SEI.
2) CPS of the Si peak from Si-Si increases until the depth reaches to the center of the Si particles.
Figure 5.10. Depth profiles of SEI (LiF and carbonates) and active material (Si-Si and LiₓSiOᵧ) elements. Black dashed and dotted lines are possible ranges of SEI/Si interface and averages of the ranges, respectively. The depth on x-axis was based on the assumption that the film has the same etching rate as SiO₂. CPS of each element was normalized by its own maximum value.
3) CPS of the C and O peaks from bulk carbonates decreases as the depth approaches the Si active particles because they are mostly abundant in the outer surfaces of SEI.

Based on the assumptions, the ranges of estimated SEI thicknesses were 9-16 nm for both F1.6 and F2.6, and 17-34 nm for F3.5. The estimated thickness of SEI at F3.5 is near the radius of the original Si particle (50-70 nm). The thick SEI layer is ascribed to Si because the SEI layers on pure graphite anodes without Si are only about 10 nm thick or less. Since the electrochemical reactions for F1.6 were not uniform (F1.6 anode in Figure 5.5), the results from the F1.6 specimen only represent the dark (cycled) areas at which the local current density might have been higher. The SEI thickness increased significantly from F1.6 and F2.6 to F3.5. This increase can happen when an SEI layer on an electrode is not electronically insulating or insufficiently dense to prevent electrolyte diffusion towards the electrode surface. In either case the electrolyte continuously decomposes. This result agreed well with SEM images showing larger SEI precipitations at F3.5 than F1.6. On the other hand, the surface film (SEI) resistance of F1.6 from the EIS analysis was higher than that of F3.5, which seems inconsistent with SEM and XPS results. This apparent contradiction can be explained if the SEI is porous. A porous SEI would appear in EIS as a part of the ohmic resistance rather than the surface film resistance.

Considering all of the results from EIS, SEM, and XPS, larger electrolyte volume formed thicker SEI layers with some porosity or channels/cracks. The thickness of the SiO₂ layer on Si was not estimated since LiₓSiOᵧ continuously increased like Si-Si during the depth analysis, which implies that the SiO₂/Si interface was not sharply delineated. Instead, it is possible that LiₓSiOᵧ was present throughout the Si particles because its CPS even increased continuously at the depth of original diameter of the silicon particle (50 - 70 nm). The spherical shape of silicon particle probably changed to rough shapes, larger surface area, after large volume changes during cycling. The irregularly expended silicon surfaces after lithiation might partially cover LiₓSiOᵧ and leave or trap it in the inner surfaces during contraction. If this repeats, LiₓSiOᵧ can be found in side of the silicon although the silicon may not cover it entirely.

The non-uniform SEI was verified from the Si2p peaks in Figure 5.11a (0 nm depth) and Si atomic percentages in Figure 5.11b. Si⁰ (99.6 eV for Si 2p) was clearly detected from the top surfaces of the anode, especially at F3.5, implying SEI did not cover the Si particle surfaces uniformly. It should be noted that the electron escape depth is only 5-10 nm beneath the anode surface. Hence, Si⁰ was present not only under the SEI but also on top of the SEI or near the top surface. In Figure 5.11a, Li 1s, O 1s and P 2p peaks indicated the amount of dense lithium compounds (e.g., LiF, Li₂O, Li₂CO₃) increased as the analysis depth approached the SEI/Si interface. C 1s, O 1s, and P 2p peaks showed
Figure 5.11. (a) XPS peaks from depth profiles of $F_{1.6}$, $F_{2.6}$, and $F_{3.5}$ and (b) atomic percentages from the top surface (before sputtering) from XPS survey scans. Depth was calculated based on the sputter rate for SiO$_2$. 
polymeric carbonates and phosphorus compounds mostly distributed in the outer surface of the SEI. The graphite peak intensity (284.5 eV) was not clear after 100 cycles, which also happened in another study.\textsuperscript{14} According to the results of XPS survey scans from the top surface (before sputtering) (Figure 5.11b), $F_{3.5}$ showed a higher ratio of carbonate compounds (C 1s and O 1s) and lower ratio of Li compounds (Li 1s) than $F_{1.6}$ and $F_{2.6}$. Hence, $F_{3.5}$ might have a higher ratio of polymeric compounds than the lower electrolyte volume factor groups.

**Conclusions**

Electrolyte volume effects were investigated with lithium ion batteries in pouch format with 15 wt.% Si-graphite as the anode and LiNi$_{0.5}$Mn$_{0.3}$Co$_{0.2}$O$_2$ (NMC532) as the cathode. The electrolyte was 90 wt.% 1.2 M LiPF$_6$ in EC:EMC with 10 wt.% FEC. This work determined a baseline condition for electrolyte volume when integrating Si into graphite anode, which provided insights on practical cell and pack design. The electrolyte volume to total pore volume needs to be at least 3.1 to achieve the best performance. However, the optimized capacity retention in this study was still lower than that of cells with pure graphite anodes without silicon. Less electrolyte resulted in higher ohmic resistance, larger cell-to-cell capacity variation, and greater capacity fade. HPPC tests demonstrated the lowest resistance for the volume factor 3.1 and 3.5 groups, followed by 2.6, 2.1, and 1.6. For the volume factor 1.6, lithium dendrites were found on the anode surface after cycling. Unlike typical full cells having graphite anodes, significant anode charge transfer resistances were detected in EIS measurements and became more pronounced as the cell voltage decreased. Irreversible capacity loss also continuously increased in all factor groups as cells were cycled. SEM and EDS analysis showed that SEI covering the active particles was bulkier for the volume factor 3.5 compared to 1.6. SEI formed thicker layers on Si-rich areas compared to graphite-rich areas. XPS results also showed SEI thicknesses around 10 to 35 nm after 100 cycles, and the SEI thickness increased as the electrolyte volume factor increased. The XPS elemental analysis along the depth of anode indicated that Li$_x$SiO$_y$ formed throughout the Si particles rather than just as a surface layer. Considering all of the results from EIS, SEM, and XPS, it was found that the SEI on Si has large pores or channels that are permeable to electrolyte.
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Abstract

Simple three-electrode pouch cells which can be used in distinguishing the voltage and resistance in individual electrodes of lithium ion batteries have been designed. Baseline (1 mm-staggered alignment, cathode away from a reference electrode) and aligned electrodes to a reference electrode located outside of the anode and cathode were studied to see alignment effects on resistance analysis. Cells composed of A12 graphite anodes, LiNi_{0.5}Mn_{0.3}Co_{0.2}O_2 (NMC 532 or NCM 523) cathodes, lithium foil references, microporous tri-layer membranes, and electrolytes, were cycled with cathode cutoff voltages between 3.0 V and 4.3 V for formation cycles or 4.6 V for C-rate performance testing. By applying a hybrid pulse power characterization (HPPC) technique to the cells, resistances of the baseline cells contributed by the anode and cathode were found to be different from those of the aligned cells, although overall resistances were close to ones from aligned cells. Resistances obtained via electrochemical impedance spectroscopy (EIS) and 2D simulation were also compared with those obtained from HPPC.

Introduction

Increasing battery size poses some problems, such as nonuniform cell degradation due to uneven distributions of current, voltage, and/or temperature in the cells. ^1-^2 Likewise, the geometry and conformation of cells also affect battery performance. ^3-^4 Hence, testing battery cells of similar size and geometry in final products is useful to determine precise electrochemical performance and understand mechanisms of degradation.

It is also beneficial to diagnose and distinguish the individual electrode performance for battery design. This could be done by three-electrode cells capable of monitoring charge and discharge potentials at the anode and cathode in batteries. ^5-^7 However, most three-electrode cells typically consist of millimeter-
size electrodes, like the ones used in micro coin cells; expensive and delicate Pt or Pt-coated reference electrodes; bulk hardware such as fittings to hold cell components; and compressible sealants to prevent electrolyte leakage. Furthermore, these coin cells with small electrodes generally have more cell-to-cell variations than pouch cells with large electrodes. In this study, three-electrode pouch cells were assembled to understand their behavior and reliability using reference electrodes outside of anode and cathode which is facile in cell assembly.

Three-electrode pouch cells were designed and built with a common lithium foil as a reference electrode. Compared with a typical pouch cell, the only new part in the three-electrode pouch cells was a lithium foil. Hence, no additional fittings or devices for the assembly were needed. Assembling the three-electrode pouch cell was simple and convenient. The lithium foil used as a reference electrode was embedded in a pouch cell with graphite as the anode and LiNi₀.₅Mn₀.₃Co₀.₂O₂ (NMC 532, also called NCM 523) as the cathode. To accelerate performance degradation, the three-electrode pouch cells were cycled with a higher cut-off voltage, 4.6 V_{WE-RE} after formation.

**Experimental**

Pouch cells were fabricated using single-sided A12 graphite (ConocoPhillips) anodes, LiNi₀.₅Mn₀.₃Co₀.₂O₂ (NMC 532) (Toda America) cathodes, lithium foil reference electrodes, 1.2 M LiPF₆ in ethylene carbonate (EC) : diethyl carbonate (DEC) (3:7 by weight) electrolyte (BASF), and tri-layer separators (Celgard 2325). Table 6.1 shows the cell components. Commercially relevant anode and cathode electrodes were coated and dried on copper foils and aluminum foils, respectively, using a slot-die coater (Frontier Industrial Technology). The electrodes were not calendered to simplify the cell assembly and avoid any possible resulting variables such as porosity variation and uneven stress. Reliable reproducibility of the uncalendered electrodes in pouch format at Oak Ridge National Laboratory (ORNL) can be found elsewhere. Electrolyte volume was controlled at 2 times to the total pore volume of the electrodes and separator since it plays such an important role in cell performance. All assembly processes were done in a dry room, RH 0.2% at 21 °C, to avoid water-vapor-related decomposition effects on the electrolyte.

Lithium foils and the electrolyte were stored in an argon-filled glove box prior to use. Pouch cells were sealed under vacuum. Single-side-coated electrodes were used in this study, but the design is also applicable to multiple double-side-coated electrodes for higher capacity cells.
<table>
<thead>
<tr>
<th>Composition</th>
<th>Size (loading) [porosity]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Anode</strong></td>
<td></td>
</tr>
<tr>
<td>Electrode: 92wt% A12 graphite (ConocoPhillips), 2wt% C-65 carbon black (Timcal), 6wt% PVDF (Kureha 9300) Current collector: Cu foil Tab: nickel</td>
<td>Electrode only 86.4 mm×58 mm×65 μm (6.5 mg/cm²) [55%]</td>
</tr>
<tr>
<td><strong>Cathode</strong></td>
<td></td>
</tr>
<tr>
<td>Electrode: 90wt% LiNi₀.₅Mn₀.₃Co₀.₂O₂ (TODA America Inc.), 5wt% powder grade carbon black (Denka), 5wt% PVDF (Solvay Solef® 5130) Current collector: Al foil Tab: aluminum</td>
<td>Electrode only 84.4 mm×56 mm×64 μm (11.9 mg/cm²) [55%]</td>
</tr>
<tr>
<td><strong>Reference</strong></td>
<td>99.9% lithium foil (Alfa Aesar)</td>
</tr>
<tr>
<td><strong>Separator</strong></td>
<td>Polypropylene–polyethylene–polypropylene (Celgard® 2325)</td>
</tr>
<tr>
<td><strong>Electrolyte</strong></td>
<td>1.2 M LiPF₆ in EC:DEC (3:7 by weight, BASF)</td>
</tr>
</tbody>
</table>
A common 0.75 mm thick lithium foil was cut into 3 mm by 80 mm and used as the reference electrode. The lithium foil was physically attached to a nickel tab on the upper part of the foil (Figure 6.1b and h) and was wrapped using the right portion of a separator sheet, as shown in Figure 6.1a and 1b. Then, single-side-coated anode and cathode were placed on the remaining portion of the separator immediately adjacent to the wrapped lithium foil. All parts were fixed for electrode alignment to the reference electrode using battery-grade adhesive tapes. The sandwiched assembly and electrolyte were inserted in a pouch and sealed under vacuum. In Figure 6.1b, WE, CE, and RE denote working electrode, counter electrode, and reference electrode, respectively. Abbreviations used in this study are defined in Table 6.2.

Two types of pouch cells were assembled with 3 cells for each type. One type of pouch cells had 1-mm staggered alignment to the reference cell (Figure 6.1b, case 1, baseline cell) and the other type had no staggered alignment (Figure 6.1b, case 2, aligned cell). In this work, the anodes were 2 mm larger than the cathodes in both width and length (1 mm larger on each side), which is conventional in electrode design to minimize lithium plating. Hence, when a reference was placed next to the anode and cathode (Figure 6.1b), a baseline cell had 1-mm staggered alignment to the reference electrode (Case 1: baseline) while an intentionally-aligned cell had no staggered alignment to the reference electrode side and 2 mm-staggered alignment on the other side (Case 2: aligned).

All pouch cells were tested using a VSP potentiostat (EC-Lab, Bio-Logic Science Instruments SAS) connected to an environmental chamber (ESPEC Corp.) at 30 °C. Five leads were used to connect a cell with the potentiostat (Figure 6.1c): two current control/measurement leads for anode and cathode and three control/measurement leads for the electrode potentials at anode, cathode, and reference. The pouch cells went through two sequential formation cycles, hybrid pulse power characterization (HPPC) and electrochemical impedance spectroscopy (EIS) for initial resistance. Then, C-rate performance tests were conducted for 15 cycles, followed by HPPC and EIS for resistance increase after the C-rate tests. The formation cycles were performed at C/10 charge and discharge rates between 3 V_{WE-RE} and 4.3 V_{WE-RE} to provide stable solid electrolyte interphase where 1C was based on 160 mA/g. During the C-rate tests, the cells were charged at constant current (C/5) until the voltage reached 4.6 V_{WE-RE} and discharged until the voltage reached 3 V_{WE-RE} at various C-rates (e.g., C/5, C/3, 1C, 3C).

The HPPC test was adopted to investigate the resistance of cells at every 10% depth-of-discharge (DOD). Before the HPPC test, a cell was charged at a C/3 rate until the voltage reached 4.6 V_{WE-RE}. C/3 discharge rates were used to adjust
Figure 6.1. Cross-sectional (a) and planar (b) view of a schematic three-electrode assembly showing baseline (case 1) and aligned (case 2) electrodes, a schematic view of five leads connections between a cell and measurement instrument (c), images of three-electrode assemblies facing a cathode current collector side up (d), an anode current collector side up (e), an image of a three-electrode pouch cell before (f) and after (g) electrolyte filling and vacuum-sealing, and a lithium foil with a tab (h); WE, CE, and RE denote working electrode, counter electrode, and reference electrode, respectively; P1 and P2 denote power for the control and measurement of current flowing through the electrode; S1, S2, and S3 denote sense for the control and measurement of the electrode potential. The green films are battery-grade acrylic adhesive tapes.
### Table 6.2. Abbreviations and definitions

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>X [WE-CE]</td>
<td>Measured or calculated X value between working (WE) and counter electrodes (CE)</td>
</tr>
<tr>
<td>X [WE-RE]</td>
<td>Measured or calculated X value between working (WE) and reference electrodes (RE)</td>
</tr>
<tr>
<td>X [CE-RE]</td>
<td>Measured or calculated X value between counter (CE) and reference electrodes (RE)</td>
</tr>
<tr>
<td>X = R</td>
<td>Resistance</td>
</tr>
<tr>
<td>X = V</td>
<td>Voltage</td>
</tr>
<tr>
<td>+</td>
<td>State of charge</td>
</tr>
<tr>
<td>-</td>
<td>State of discharge</td>
</tr>
</tbody>
</table>

**Baseline**

A cell having cathode 1.5 mm away and anode 0.5 mm away from a reference electrode, 1 mm-staggered alignment.

**Aligned**

A cell having both cathode and anode 0.5 mm away from a reference electrode, no staggered alignment to the reference side and 2 mm-staggered alignment on the other side.
the 10% DOD. Then, the cell rested at OCV for 1 hour before the start of each HPPC test. The HPPC test was composed of sets of a discharge pulse at 2C for 10 sec, a rest for 40 sec, a regeneration (charge) pulse at 1.5C for 10 sec, and a rest for 40 sec. The resistance was calculated by using current and voltage differences before and at the end of the HPPC discharge pulses. After each HPPC test, the cells were charged and discharged at C/3 rates with the cut-off voltages at 3 V and 4.6 V<sub>WE-RE</sub> to check charge/discharge performance.

After each HPPC test, the cells were stabilized for 1 hour before performing EIS measurements. The EIS measurements were performed in potentiostatic mode at 0 V vs. OCV at a frequency range from 400 kHz to 10 mHz with 5 mV oscillation amplitudes. Six points per decade were recorded during the measurement. Nyquist impedance data were fitted using EC-Lab software to analyze Ohmic resistance (R<sub>Ohmic</sub>), surface film resistance (R<sub>sf</sub>, or SEI resistance), and charge transfer resistance (R<sub>ct</sub>). An equivalent circuit model used for the impedance analysis is shown in Figure 6. 16-20 Warburg elements at low-frequency domains were not included in the EIS data fitting to obtain resistances because they are related to solid-state diffusion, 21 and were handled separately. A constant-phase element was applied instead of a capacitor element because of imperfect capacitor behavior in a large and porous electrode. 22-25 Lithium solid-state diffusion coefficients were calculated using Warburg slopes and imaginary impedances at the lowest frequency domain, 10 mHz. 26-27

Differential capacity was analyzed after smoothing voltage values mathematically to produce clear peaks. The Gaussian average method was used to smooth voltages along with test time. All data processing and 2D simulations were done using Matlab R2016 (MathWorks, Inc).

**Results and discussion**

**Charge and discharge**

Capacities of the baseline and aligned cells were measured during formation cycles with C/10 charge and C/10 discharge rates and during C-rate performance tests with a C/5 charge rate and various discharge rates. Figure 6.2 shows charge and discharge capacities for each formation cycle, discharge capacities at different C-rates, and first and second formation polarization curves, including error bars. All error bars reported in this study correspond to 90% confidence intervals.

Both types of cells demonstrated similar capacity during formation cycling. For instance, the average discharge capacities during the 2<sup>nd</sup> formation cycle
Figure 6.2. Capacities during formation cycles at C/10 and -C/10 with cut-off voltages of 4.3 V<sub>WE-RE</sub> to 3 V<sub>WE-RE</sub> (a) and discharge capacities at C/5, C/3, 1C, and 3C with cut-off voltages of 4.6 V<sub>WE-RE</sub> to 3 V<sub>WE-RE</sub> (b); voltage profiles of baseline (c, d) and aligned electrodes (e, f) with C/10 and -C/10 at first formation cycle (c, e), at second formation cycle (d, f). (+) and (-) denote charge and discharge, respectively.
between 4.3 V\textsubscript{WE-RE} and 3 V\textsubscript{WE-RE} were 151 mAh g\textsuperscript{-1} and 153 mAh g\textsuperscript{-1} for the baseline cells and the aligned cells, respectively, when normalized to the mass of NMC 532. Irreversible capacity losses for both types of cells were about 11% and 1% during the first and second formation cycles, respectively. During C-rate performance tests, the baseline cells showed higher capacities than aligned cells, which explains why conventional cells are assembled in the configuration of the baseline cells. The lower capacity in the aligned cells is ascribed to fewer available sites in the graphite anodes on the aligned side to intercalate and deintercalate lithium ions which results in lower rate performance and potential lithium deposition. Average discharge capacities when charged and discharged at C/5 between 4.6 V\textsubscript{WE-RE} and 3 V\textsubscript{WE-RE} were 181 mAh g\textsuperscript{-1} for the baseline cells and 170 mAh g\textsuperscript{-1} for the aligned cells initially but decreased to 176 mAh g\textsuperscript{-1} and 168 mAh g\textsuperscript{-1}, respectively, after 15 cycles of the C-rate tests.

The cathode voltages (WE-RE) of both the baseline and aligned cells were initially near 3.4 V\textsubscript{WE-RE} before the first formation cycles, but they instantly increased to 3.7-3.8 V\textsubscript{WE-RE} or more when the first formation charge cycle started and did not further increase until almost 40-50% state of charge (SOC), while anode voltage (CE-RE) dropped rapidly from 3.2 V\textsubscript{CE-RE} to 0.25 V\textsubscript{CE-RE}. Hence, a continuous increase in the cell voltage (WE-CE) during early charge was attributed to the anode voltage drop. The stagnant (even slightly decreasing) cathode voltage at the early charge stage, much significant at the baseline (Figure 6.2c), was not observed in the second formation cycle. The stagnant behavior at the first cycle was observed in all baseline cells. Further investigation in understanding such a phenomenon is currently ongoing and results will be discussed in a future publication.

As shown in Figure 6.3, two points of slope change were observed near 3.8 V\textsubscript{WE-RE} (or 3.7 V\textsubscript{WE-CE}) and 4.35 V\textsubscript{WE-RE} (or 4.25 V\textsubscript{WE-CE}). During discharge, similar trends were shown with slight voltage shifts. These slope changes might be related to different lithium insertion (or extraction) sites of the NMC. Lattice parameters of NMC can explain the different sites for lithium insertion. The a-lattice parameter increases during reduction of Ni\textsuperscript{4+} and Co\textsuperscript{4+} to Ni\textsuperscript{2+} and Co\textsuperscript{3+} (or decreases during oxidation of Ni\textsuperscript{2+} and Co\textsuperscript{3+}) while the c-lattice parameter decreases due to decrease in the electrostatic repulsion between oxygen layers as the lithium layer is filled with lithium ions.\textsuperscript{28-29} But, according to Mohanty et al. and Lu et al., increases in the c-lattice parameter were observed during lithium insertion into cathodes at high voltage region above 4.4 V.\textsuperscript{28, 30} During lithium insertion into NMC, both c-lattice and a-lattice parameters of NMC crystal increase rapidly at the high voltage region above 4.35 V\textsubscript{WE-RE}. In the middle voltage region, c-lattice decreases while a-lattice continue to increases. At the low voltage region below 3.8 V\textsubscript{WE-RE}, both the increase rate of a-lattice and the decrease rate of c-lattice parameter slow down.
Figure 6.3. Voltage profiles on x-axis of capacity at C/5 and –C/5 with cut-off voltages of 3 V_{WE,RE} and 4.6 V_{WE,RE}. (+) and (-) denote charge and discharge, respectively.
Likewise, the anode showed the highest slope between 0.11 V<sub>CE-RE</sub> and 0.09 V<sub>CE-RE</sub> during charge and between 0.12 V<sub>CE-RE</sub> and 0.1 V<sub>CE-RE</sub> during discharge. Typically, in the high cell voltage region (WE-CE), Li<sub>x</sub>C<sub>6</sub> where x < 0.5, most intercalation processes take place into the layered structure. The intercalation into amorphous structure participates in the low cell voltage region (WE-CE), x > 0.5. This x range varies depending on types of graphite (or carbon) and degree of graphitization. The processes usually include the coexistence of insertion/extraction into difference active particles. Compared with open-circuit voltages (OCV) of Li<sub>x</sub>C<sub>6</sub> in graphite, the anode cycled at C/5 in this study had lithium range of x = 0.15-0.7, indicating the graphite anodes were neither fully charged nor fully discharged.

Differential capacities were analyzed with cathode (WE-RE), anode (CE-RE), and net voltage (WE-CE) at different C-rates. There were no significant differences between the differential capacities of baseline and aligned cells. C/5 charge and different C-rate discharge from baseline cells are shown in Figure 6.4. The cathode (WE-RE) peak of the C/5 differential capacity at 3.72 V<sub>WE-RE</sub> (or 3.59 V<sub>WE-CE</sub>) shifted to 3.65 V<sub>WE-RE</sub> (or 3.52 V<sub>WE-CE</sub>) at 1C. The anode (CE-RE) peak of C/5 at 0.091 V<sub>CE-RE</sub> also shifted to 0.102 V<sub>CE-RE</sub> at 1C. The voltage shifts in both cathode and anode peaks are attributed to the higher polarization at 1C.

**Resistance**

The HPPC test was carried out before and after the C-rate performance tests having the cut-off voltages of 3.0 V<sub>WE-RE</sub> and 4.6 V<sub>WE-RE</sub>. The test did not involve charge and discharge pulses at the fully charged state and the fully discharged state because the voltage could exceed the operating cut-off voltages due to the high current pulses, 2C discharge and 1.5C charge rates. Anode and cathode resistances were calculated at given discharge current pulses (ΔI) using Ohm’s law (Eq.1) with voltage changes after 10 seconds (ΔV) measured between an electrode and reference (i = between CE and RE or between WE and RE).

\[ R_i = \frac{\Delta V_i}{\Delta I} \]  

Overall resistances were from the voltage changes between WE and CE. The cathode resistance (WE-RE) and the anode resistance (CE-RE) from HPPC are marked on the corresponding net voltage (WE-CE) in Figure 6.5. Nyquist plots of EIS and resistances from the EIS fits from WE-CE and CE-RE are also shown in Figure 6.6 and 6.7 for comparisons of resistances from HPPC near 3.8 V. Unlike the results from differential capacity testing, voltage responses during the EIS and HPPC tests were dissimilar for the baseline cells and aligned cells. It was found that voltage changes under unsteady-state current perturbations (i.e., step-
Figure 6.4. Differential capacities at different C-rates (a-c) between WE and RE (a), between CE and RE (b), and between WE and CE (c); differential capacities of anode (CE-RE) and cathode (WE-RE) at C/5 (d); (+) and (-) denote charge and discharge, respectively.
Figure 6.5. Resistances from HPPC at baseline (a, c) and aligned cells (b, d) before (a, b) and after 15 cycles of C-rate tests (c, d). $R_{WE-CE}$, $R_{WE-RE}$, and $R_{CE-RE}$ denote resistances of a cell, cathode (working electrode), and anode (count electrode), respectively.
Figure 6.6. Nyquist plots of baseline and aligned-cell EIS from anodes (a), cathodes (b), and cells (c) at 50% DOD before, data at the 3rd cycle, and after 15 cycles of the C-rate tests, data at the 19th cycle. Frequency values with brackets indicate centers of semicircles and ones without brackets are high and low frequency ranges used for EIS data fits in Figure 6.7.
Figure 6.7. Resistances from baseline (a-b) and aligned cell EIS (c-d) for cells (WE-CE) at different voltages before, data at the 3rd cycle, and after 15 cycles of the C-rate tests, data at the 19th cycle. $R_{ct}$, $R_{sf}$, and $R_{ohmic}$ denote charge transfer, surface film (SEI), and ohmic resistances, respectively. Equivalent circuit model to fit Nyquist plots is shown on top right.
or wave-like current changes at HPPC and EIS tests) were affected by the two different cell alignments.

Average resistances of the baseline cells from HPPC before 15 cycles of the C-rate tests were about 34.6 Ohm-cm² at the cathode, 1.2 Ohm-cm² at the anode, and 35.8 Ohm-cm² at the cell near 3.76 $V_{\text{WE-CE}}$. On the other hand, average resistances of the aligned cells before the C-rate tests were about 18.4 Ohm-cm² at the cathode, 12.5 Ohm-cm² at the anode and 30.9 Ohm-cm² at the cell near 3.81 $V_{\text{WE-CE}}$. Hence, average resistances of the baseline cells at the cathode were approximately 29 times higher than those at the anode while those of aligned cells at cathode were only 1.5 times higher. Total cell resistances at the baseline cells were about 4.9 Ohm-cm² (16%) higher than ones at the aligned cells. After 15 cycles of the C-rate performance tests with a higher cut-off voltage at 4.6 $V_{\text{WE-RE}}$, the average cathode resistances of the baseline cells near 3.6 $V_{\text{WE-CE}}$ and above increased by about 12 Ohm-cm² at the cathode while those at anode decreased by about 0.1-0.2 Ohm-cm². Likewise, the resistances of the aligned cells also increased by about 13 Ohm-cm² at the cathode while those at anode decreased by about 2-3 Ohm-cm². Total cell resistances at the baseline cells were about 6.3 Ohm-cm² (15%) higher than ones at the aligned cells after the C-rate tests, which is close to the difference (16%) before the C-rate tests. From these results, it was found that anode resistances slightly decreased after the high voltage operation while the cathode resistances increased significantly and that total resistances (WE-CE) at the baseline cells were 15 - 16% higher than those at the aligned cells. To understand the difference of 15-16% in the resistances, EIS measurements were conducted and showed that the main differences were found at electrolyte resistance between two different cell alignments.

Figure 6.6 shows Nyquist plots of EIS from anodes (CE-RE), cathodes (WE-RE), and cells (WE-CE) near 3.8 $V_{\text{WE-CE}}$. Frequency values without round-brackets in Figure 6.6 are upper and lower frequency data ranges that are used for EIS data fits using the circuit models in Figure 6.7. The frequency values at centers of the semicircles are shown in round-brackets and are not shown where the domains are affected by inductive loops. The anode and cathode EIS showed inductive loops (the semicircle shown where $-\text{Im}(Z) < 0$) while the EIS from the cell (WE-CE) did not. These inductive loops are attributed to the lithium reference electrode outside of the electrode area. 35 Resistance values closest to $-\text{Im}(Z) = 0$ in the Nyquist plots are listed in Table 6.3 and were based on the assumptions that the first and second semicircles were due to surface film and charge transfer resistances at electrodes, respectively.

Unlike a cell (WE-CE), $R_{sf}$ and $R_{ct}$ of anode (CE-RE) and cathode (WE-RE) are not shown separately due to induction curves in the Nyquist plots but shown as a summation, $R_{sf} + R_{ct}$ in the table. Electrolyte resistance is found where the first
Table 6.3. Approximate resistances from the Nyquist plots in Figure 6.6

<table>
<thead>
<tr>
<th>Cell type</th>
<th>Cell condition</th>
<th>Configuration</th>
<th>Resistance / Ohm-cm²</th>
<th>( R_{\text{ohmic}} )</th>
<th>( R_{\text{sf}} )</th>
<th>( R_{\text{ct}} )</th>
<th>( R_{\text{sf}} + R_{\text{ct}} )</th>
<th>( R_{\text{total}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>Before cycling</td>
<td>CE-RE</td>
<td>1.2</td>
<td>4.8</td>
<td>5.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WE-RE</td>
<td>11.7</td>
<td>11.8</td>
<td>23.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WE-CE</td>
<td>12.8</td>
<td>11.7</td>
<td>4.5</td>
<td>29</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>After cycling</td>
<td>CE-RE</td>
<td>1.2</td>
<td>8.2</td>
<td>9.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WE-RE</td>
<td>11.8</td>
<td>22.2</td>
<td>34</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WE-CE</td>
<td>13</td>
<td>24</td>
<td>6</td>
<td>43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aligned</td>
<td>Before cycling</td>
<td>CE-RE</td>
<td>3.4</td>
<td>4.3</td>
<td>7.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WE-RE</td>
<td>4</td>
<td>9.4</td>
<td>13.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WE-CE</td>
<td>7.4</td>
<td>9.4</td>
<td>4</td>
<td>20.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>After cycling</td>
<td>CE-RE</td>
<td>3.5</td>
<td>4.7</td>
<td>8.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WE-RE</td>
<td>3.7</td>
<td>22.3</td>
<td>26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>WE-CE</td>
<td>7.3</td>
<td>20.2</td>
<td>6.3</td>
<td>33.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
semicircle crosses zero of -Im(Z) at high frequency domain (> 10 kHz) and is also known as ohmic resistance \( (R_{\text{ohmic}}) \). \( R_{\text{ohmic}} \) of the baseline anode (1.2 Ohm-cm²) was much smaller than the one at baseline cathode (11.7 Ohm-cm²). These values would be closer to each other if the reference were placed inside of anode and cathode and at the center point of the distance between the electrodes. On the other hand, \( R_{\text{ohmic}} \) of the aligned anode (3.4 Ohm-cm²) was close to that at aligned cathode (3.5 Ohm-cm²) but not the same. More analysis on resistance contributions is discussed in the simulation section. Overall ohmic resistances at the baseline cells (12.8-13 Ohm-cm²) were also higher than at the aligned cells (7.3-7.4 Ohm-cm²). Electrode resistances (sum of surface film \( (R_{\text{sf}}) \) and charge transfer \( (R_{\text{ct}}) \)) are the distances between the first semicircle at high frequency domain (> 10 kHz) and last semicircle at low frequency domain (< 1 Hz) close to zero of -Im(Z). After C-rate tests with high voltage cut-off, like the HPPC results, anode resistance was slightly changed while cathode resistance significantly increased. Thus, the application of high voltages produced more significant effect on cathode resistance, which is consistent with other works.\(^{36-37}\)

Figure 6.7 shows fitted resistance data at difference voltages for cells (WE-CE) and the equivalent circuit model for the fitting. Sums of square of residuals for the data fits were in the range of 10\(^{-3}\). Fitted resistance data for anode (CE-RE) and cathode (WE-RE) EIS were not included because equivalent circuit models with an induction element resulted in considerable uncertainty of the obtained resistances. The resistances of both baseline and aligned cells from the EIS (WE-CE) were about 10% lower than those from the HPPC (Figure 6.5), which is expected due to differences in the techniques. At the aligned cell, ohmic (electrolyte) resistance did not increase during 15 cycles of C-rate tests. But surface film (SEI) resistance and charge transfer resistance increased significantly.

**Solid-state lithium diffusion**

Lithium diffusion coefficients in NMC particles were investigated to find differences in two different cell alignments and calculated using Warburg slopes and imaginary impedances \( Z'' \) at the low-frequency domain of the EIS (WE-RE), 10 mHz in this study. The solid-state lithium diffusion coefficient, \( D \), can be calculated using the equation below:\(^{26,38}\)

\[
D = \frac{l_c^2}{\tau} \quad (2)
\]

where \( l_c \) and \( \tau \) denote the characteristic length of diffusion (40 nm) in a 250 nm diameter solid sphere (NMC primary particle) and the diffusion time constant, respectively. \( l_c \) was defined as the volume/area ratio, radius/3 for the sphere.
The diffusion time constant $\tau$ can be derived from the finite-space diffusion model and defined by the equation below:\textsuperscript{39}

$$\tau = 2(C_{\text{int}}A_w)^2$$

(3)

$C_{\text{int}}$ is the potential dependence of the differential intercalation capacity and inversely proportional to imaginary impedance value $Z''$ at the very low-frequency domain of the EIS.\textsuperscript{21}

$$C_{\text{int}} = -(Z''\omega)^{-1} \text{ at } \omega \to 0$$

(4)

$A_w$ is the Warburg slope in the medium frequency domain of the EIS where the differences of impedance in the real part $\Delta\text{Re}$ are the same with those in the imaginary part $\Delta\text{Im}$ at corresponding differences of angular frequencies $\Delta\omega$.\textsuperscript{40}

$$A_w = \frac{\Delta\text{Re}}{\Delta\omega^{-1/2}} = \frac{\Delta\text{Im}}{\Delta\omega^{-1/2}}$$

(5)

Figure 6.8 shows the calculated diffusion coefficients at cathode from the baseline and aligned cells before and after C-rate tests at various potentials. The calculated diffusion coefficients of NMC above 3.8 V$_{\text{WE-RE}}$ were above $10^{-10}$ cm$^2$/s at the aligned cells and below $10^{-10}$ cm$^2$/s at the baseline cells, where the result of Dees et al was around $10^{-10}$ cm$^2$/s.\textsuperscript{41} Hence, two different cell alignments also affected the results of diffusion coefficient calculation.

2D simulation

The resistance difference between the baseline and the aligned cells was large, although they should ideally be similar. To understand the systems, cell geometries in electrolyte zones (Figure 6.9) were simulated using an unsteady-state diffusion equation (Eq. 6) and current and potential equation (Eq. 7) in the electrolyte.\textsuperscript{42-44} The unsteady-state diffusion equation for the electrolyte is

$$\epsilon \frac{\partial C}{\partial t} = \nabla \cdot D_{\text{eff}} \nabla C$$

(6)

where $C$ is the concentration of the electrolyte. $\epsilon$ (separator porosity in electrolyte region, separator) and $D_{\text{eff}}$ (effective diffusion coefficient) are assumed to be constant. Eq. 6 was applied to the electrolyte zone in Figure 6.9 while bulk areas of the anode and cathode were not included for simplicity. Concentration changes in the electrolyte zone (Eq. 6) were calculated using constant electrolyte concentrations on the cathode and anode edges (BC1 and BC2).
Figure 6.8. Lithium solid-state diffusion coefficients of cathodes from baseline and aligned cells before, data at the 3rd cycle, and after C-rate test, data at the 19th cycle.
Figure 6.9. Cross-section geometries of baseline and aligned cells for 2D-simulations considering only electrolyte sections. All bulk areas of anode, cathode and current collectors were not included in the simulations while their edges facing the electrolyte were used for boundary conditions. Initial condition (IC) and each boundary condition (BC) are shown in Table 6.4. Scales of X- and Y-axes are different.
Figure 6.9 shows cross-section geometries of a baseline and aligned cell with boundary labels.

Table 6.4 shows the input parameters and the boundary conditions (BC) corresponding to BC1 through BC3 and initial condition (IC) in the Figure 6.9. To solve the equation, finite-difference method was used with the relative tolerance $10^{-4}$ and 53760 and 43264 triangles in the baseline and aligned meshes, respectively. Computations and mesh generations were performed using Matlab R2016 (Mathworks, Inc). A Matlab code was developed to solve Eq. 6 through Eq. 11 in the specified domain. The contour plots of the concentrations at the baseline and aligned geometry are shown in Figure 6.10a - 6.10b and Figure 6.10c - 6.10d, respectively, at time = 0.1 and 10 seconds. The simulations ran up to 10 seconds because the resistance from the HPPC experiment was obtained after 10 seconds of discharge.

To get potential changes ($\nabla \Phi$), the concentration results were applied to the current ($i$) and potential ($\Phi$) equation (Eq. 7):

$$i = -k_{eff} \nabla \Phi + \frac{k_{eff}RT}{F}(1 + \frac{\partial \ln f_\pm}{\partial \ln C})(1 - t_+)\nabla C$$

(7)

where $R$, $T$, and $F$ are universal gas constant, temperature, and Faraday's constant, respectively. It was assumed that the solution is ideal for activity coefficient ($f_\pm$). The effective conductivity of the electrolyte with 2:1 v/v mixture of EC/DMC ($k_{eff}$)$^{42}$ was used since the one with EC/DEC (3:7 wt) is unavailable. The $k_{eff}$ and Li$^+$ transference number in the electrolyte ($t_+$)$^{45}$ are a function of concentration (Eq. 8 and 9).

$$k_{eff} = 4.1253 \times 10^{-4} + 5.007 \times 10^{-4} C - 4.7212 \times 10^{-4} C^2 + 1.5094 \times 10^{-4} C^3 - 1.6018 \times 10^{-4} C^4$$

(8)

$$t_+ = 0.0107907 + 1.48837 \times 10^{-4} C$$

(9)

The obtained potential changes between the reference electrode and anode or cathode were then applied to Eq. 10 and 11 to get anode and cathode resistance ratio to total resistance:

$$\text{Ratio of } R_{WE-RE} = \frac{R_{WE-RE}}{R_{WE-RE} + R_{CE-RE}} = \frac{\frac{\Delta \Phi_{WE-RE}}{A_1}}{\frac{\Delta \Phi_{WE-RE}}{A_1} + \frac{\Delta \Phi_{CE-RE}}{A_1}}$$

(10)

$$\text{Ratio of } R_{CE-RE} = 1 - \text{Ratio of } R_{WE-RE}$$

(11)

Figure 6.11 shows the resistance ratios from the simulations for up to 10 seconds. Experimental results near 3.8V before cycling (Figure 6.5a and 6.5b) are included in the figure for comparisons.
Table 6.4. Parameters and their definitions in Figure 6.9 and for Eq.6 and Eq.7

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Condition or value</th>
<th>definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>IC</td>
<td>C = 1200 mole m(^{-3})</td>
<td>Initial condition for electrolyte concentration</td>
</tr>
<tr>
<td>BC1</td>
<td>C = 1050 mole m(^{-3}) (\frac{dC}{dt} = 0)</td>
<td>Constant boundary condition for electrolyte concentration</td>
</tr>
<tr>
<td>BC2</td>
<td>C = 1350 mole/m(^3) (\frac{dC}{dt} = 0)</td>
<td>Constant boundary condition for electrolyte concentration</td>
</tr>
<tr>
<td>BC3</td>
<td>(\nabla C = 0)</td>
<td>No diffusion through boundary</td>
</tr>
<tr>
<td>(\varepsilon)</td>
<td>0.41 (^{46})</td>
<td>Separator porosity in electrolyte region</td>
</tr>
<tr>
<td>(D_{eff})</td>
<td>2.5(\times)10(^{-10}) m(^2) s(^{-1}) (^{47})</td>
<td>Electrolyte diffusion coefficient</td>
</tr>
<tr>
<td>i</td>
<td>42.07 A m(^{-2})</td>
<td>Current density of electrolyte phase</td>
</tr>
<tr>
<td>(\Phi)</td>
<td>Variable, V</td>
<td>Potential (measured with a lithium reference electrode in electrolyte)</td>
</tr>
<tr>
<td>(k_{eff})</td>
<td>Variable, S m(^{-1}) (^{42})</td>
<td>Effective ionic conductivity of the electrolyte in region</td>
</tr>
<tr>
<td>R</td>
<td>8.314 J mol(^{-1}) K(^{-1})</td>
<td>Universal gas constant</td>
</tr>
<tr>
<td>T</td>
<td>305.3 (^\circ)K</td>
<td>Temperature</td>
</tr>
<tr>
<td>C</td>
<td>Variable, mol m(^{-3})</td>
<td>Electrolyte concentration</td>
</tr>
<tr>
<td>F</td>
<td>96487 C mol(^{-1})</td>
<td>Faraday’s constant</td>
</tr>
<tr>
<td>t+</td>
<td>Variable (^{45})</td>
<td>Li(^+) transference number in electrolyte</td>
</tr>
</tbody>
</table>
Figure 6.10. Contour plots of electrolyte concentrations at 2D cross-section geometries of the baseline cell at 0.1 sec. (a) and 10 sec. (b) and aligned cell at 0.1 sec. (c) and 10 sec. (d).
Figure 6.11. Resistance ratio of anode and cathode to total resistance from unsteady-state simulations and experiments near 3.8 V (Figure 6a and 6b).
The simulation results slightly differed from the experimental results because the electrolyte concentrations on electrode edges were unknown and set constant as Table 6.4 shows. Although different results at 10 seconds were obtained between the simulation and experiment, both sets of results showed good agreement in that the anode resistances ($R_{CE-RE}$) from the baseline cell were much smaller than ones from the aligned cell. This result supports the hypothesis that the distance between reference and anode or cathode in electrolyte affects resistance measurements. The aligned experimental data slightly shifted towards baseline data, causing the higher difference than baseline between simulation and experiment at 10 seconds. This higher difference in the aligned cells can occur when the aligned electrodes for the experiments were not exactly aligned like the geometry given for the simulation. The experiment results would have been close to the simulation ones if the experimental cells were perfectly aligned like the simulation.

Conclusions

A simple three-electrode pouch cell was designed and demonstrated in this study to distinguish the voltage profiles and resistances of the anode and cathode in full pouch cells during charge/discharge processes. Baseline (1-mm staggered alignment) cells and aligned cells were tested. Although, from the HPPC and EIS tests, overall cell resistances from the baseline were greater than ones from aligned cells, both cell types showed the initial resistances at the NMC 532 cathodes were greater than those at the graphite anodes after formation cycles. After 15 cycles of C-rate performance tests with the fast degradation induced by the higher cut-off voltage of 4.6 V$_{WE-RE}$, the cathode resistances significantly increased while the anode resistance slightly changed.

The baseline anode resistances were less than the resistances with the aligned cells, while the baseline cathode resistances were greater than the resistances for the aligned cells. The cell alignments affected voltage changes during unsteady-state voltage (current) perturbations like EIS and HPPC tests. According to EIS analysis, reference outside of electrodes was influenced by induction. The induction effect at anode (CE-RE) and cathode (WE-RE) was larger at the baseline than aligned cell while cells (WE-CE) did not show clear induction. HPPC and EIS tests showed total resistance and cathode resistance ratio increased as cathode moved away from the reference. Calculation results for solid-state diffusion rates using cathode EIS data were also influenced by the alignments, above $10^{-10}$ cm$^2$/s at the aligned cells and below $10^{-10}$ cm$^2$/s at the baseline cells.

EIS and 2D simulation showed that electrolyte resistance is the main contributor to the difference in cell resistances between the two cell configurations. The 2D
simulation showed electrolyte concentration distributions in the baseline differed from that in the aligned cell and resulted in higher cathode and lower anode resistances. This result was consistent with EIS analysis, higher cathode and lower anode ohmic resistance at the baseline than the aligned cell. Hence, it was determined that the location of a reference electrode should be carefully controlled to measure resistances at each electrode and solid-state diffusion rates.
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CONCLUSION AND FUTURE WORK

A lithium-ion battery SEI literature review was given in CHAPTER I for the purpose of gaining fundamental understanding of the known SEI layer properties and improving long-term anode performance. Based on this review, three factors (surface property, electrochemical condition, and electrolyte concentration) affecting SEI formation and cycle life were considered in CHAPTER II to V. Experimentation and analysis of the SEI on harvested anodes proved difficult because of moisture sensitivity, changing compositions, and thicknesses of only a few nanometers. To understand the complicated and delicate SEI, various analysis techniques were applied. For example, XPS was an excellent tool for analysis of surface elements and compositions at the nanometer-scale and was used extensively with an environmental transfer module to preserve the SEI after cell disassembly. For non-destructive and real-time measurement methods, EIS was adopted to obtain SEI resistances from total resistances. The total resistances were also compared with the results from HPPC.

To improve surface properties of anodes, dried graphite anodes were treated with UV light for different periods of time (0, 20, 40, and 60 minutes). The anodes were more hydrophilic after UV treatment and were most hydrophilic when treated for 40 minutes. The UV-tread anodes were assembled in pouch cells with NMC 532 cathodes and tested for 300 cycles of life tests with 1C charging and discharging rates between 2.5 V and 4.2 V. When treated by UV for 40 minutes, the electrodes demonstrated the lowest increases in charge transfer resistance and the highest capacity retentions during the life tests while the electrodes without UV treatment showed the highest increases in the resistance and the fastest capacity fade. XPS analysis showed that the SEI was composed of more solvent decomposition products and fewer salt products on UV-treated anodes than on the untreated one. The average thicknesses of the SEI layers at the anode were the smallest at UV 20 min and UV 40 min, followed by UV 0 min and UV 60 min. The average thickness of the SEI layers was thinner at the anode than at the cathode. The XPS results of the A12 powder and PVDF film showed that UV light with humid air increased oxygen levels, particularly in hydroxyl form, on graphite surfaces while reducing fluorine levels in the PVDF binders. This increase in oxygen levels is believed to improve SEI formation and cycle life.

After observing the positive UV effects, other approaches may be considered to shorten treatment time. Possible approaches are use of oxygen or ozone instead of air, increase in humidity (moisture level), and use of high power UV. Oxygen radicals might be effective as well if they can be held in a UV chamber. H$_2$O$_2$ can be considered as it produces OH radicals under UV. Furthermore, different UV ranges would be a factor in controlling the oxygen level. In this study, the UV treatment was conducted on coated and dried anodes to add oxygen groups on the anode surface because this process is effective and can be easily applied to
other existing processes. However, if raw graphite powder were treated with UV light first and then coated on current collectors, oxygen groups would be more uniformly distributed on the graphite surfaces throughout the coated electrode. In this pretreatment, changes (or removals) of the oxygen groups should be confirmed after mixing processes in solvents and coating processes.

To understand differences between SEI formation in baseline and UV-treated electrodes, TEM instrument with EELS would be useful. Figure 7.1 shows TEM sample preparations for SEI directly formed on graphite on a TEM grid. This preparation prevents TEM samples from being exposed to air or moisture. Figure 7.2 depicts SEM images and EDS results of graphite obtained after the proposed sample preparations.

A new formation protocol was developed to shorten formation time and was applied to pouch cells to study the effects on cycle life. The new protocol consisted of shallow charge-discharge cycles between 3.9 V and 4.2 V and full depth of discharge cycles after the shallow cycles, which reduced the formation time by at least 6 times. The results of cycle life tests showed the new protocol even improved capacity retention. EIS analysis showed lower SEI resistance for the cells that underwent the new protocol than those that underwent the baseline protocol, implying that the new protocol provided a more robust and chemically stable electrolyte interphase layer. Based on the findings from this study, it is believed that formation time can be further reduced using high C-rates (e.g., C/3, 1C, 3C) below 3.9 V.

A modified fast formation protocol was also proposed and reduced SEI formation time by a factor of 8 or more without compromising cell performance. In the protocol, 1C and C/3 below 3.9 V were used in an attempt to reduce the formation time, while the same C/5 was applied between 3.9 and 4.2 V (shallow cycling region). Discharge capacities during the aging cycles and resistances after the aging cycles were the same with and without the modified protocol within the error range.

To reduce SEI formation time further, the following parameters should be controlled:
- different higher and lower cut-off voltages for the shallow cycling region,
- C-rate higher than C/5 in the shallow cycling region,
- number of cycles smaller than 5 for the shallow cycling,
- temperature higher than 30 °C.

To understand SEI structures and compositions after different formation protocols, X-ray photoelectron spectroscopy (XPS) and transmission electron microscopy (TEM) with electron energy loss spectroscopy (EELS) would be
Figure 7.1. TEM sample preparation for SEI analysis.
Figure 7.2. SEM images of TEM grids with graphite particles having SEI on them and EDS analysis results from a graphite particle.
helpful tools. The same technique shown in Figure 2.19 (TEM grid in a cell) with different formation protocols would be also useful for the SEI analysis.

To study electrolyte concentration effects on cycle life and anode SEI properties, electrolyte volume was controlled in pouch cells having graphite/LiNi_{0.5}Mn_{0.3}Co_{0.2}O_{2} (graphite cells) or 15wt%Si-graphite/LiNi_{0.5}Mn_{0.3}Co_{0.2}O_{2} (Si cells). It was demonstrated that the electrolyte volume to total pore volume of electrodes and separators needed to be at least 1.9 for the graphite cells and 3.1 for the Si cells to achieve desired performance. Less electrolyte resulted in higher capacity fade in both graphite and Si cells. The graphite cells did not show significant improvement in cyclability and impedance reduction by further increasing the electrolyte volume factor above 1.9. The optimized capacity retention from the Si cells was lower than that from the graphite cells. Less electrolyte in the Si cells resulted in higher ohmic resistance, larger cell-to-cell capacity variation, and greater capacity fade. Unlike the graphite cells, significant Si anode charge transfer resistances were detected in EIS measurements and became more pronounced as the cell voltage decreased. Irreversible capacity loss also continuously increased as the Si cells were cycled. XPS results showed SEI thicknesses of the Si cells around 10 to 35 nm after 100 cycles, and the SEI thickness increased as the electrolyte volume factor increased. The XPS elemental analysis along the depth of the anode indicated that Li_{x}SiO_{y} formed throughout the Si particles rather than just as a surface layer. According to the results from EIS, SEM, and XPS, the SEI on Si seemed to have large pores or channels that are permeable to electrolyte.

Controlling surface properties using UV treatment, modified electrochemical potentials of the new formation protocol, and electrolyte volume control enhanced anode SEI properties and cell cycle life. SEI properties were investigated such as thicknesses, element compositions, and resistances under different conditions. However, more efforts are needed in the future to better understand SEI layer structure, morphology, formation mechanisms, etc. This study has covered some of the more important anode SEI properties and relationships to cycle life. However, as the lithium-ion battery field shifts toward high voltage cells (i.e., above 4.2 V), the cathode SEI may influence cell cycle life more than that of the anode. Hence, understating the cathode SEI properties will become increasingly important.
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