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ABSTRACT

In today’s world, the demand for novel methods of energy storage is increasing rapidly, particularly with the rise of portable electronic devices, electric vehicles, and the personal consumption and storage of solar energy. While other technologies have arguably improved at a rate that is exponential in accordance with Moore’s law, battery technology has lagged behind largely due to the difficulty in devising new electric storage systems that are simultaneously high performing, inexpensive, and safe.

In order to tackle these challenges, novel Li-ion battery anodes have been developed at Oak Ridge National Laboratory that are made from lignin, a low-cost, renewable resource that is obtained from an abundant supply of biomass. The anodes that result from the lignin manufacturing process exhibit performance comparable to that of conventional graphitic anodes for a fraction of the cost. However, these materials are unusual in that they consist solely of a mixture of amorphous and crystalline carbon, and this complex, hierarchical material is not well understood. This thesis reveals the mechanism behind the structural composition and the performance of these carbon composite anodes.

The anodes are investigated using two distinct approaches: 1) a computational approach, whereby atomistic models of the composite systems are created and simulated using reactive molecular dynamics, and 2) an experimental approach, whereby the small scale structure of the material is elucidated using neutron diffraction.

The computational approach reveals deep insight into the nature of Li-ion localization, and a novel technique (that is highly generalizable) has been developed to understand the local atomic environment that surrounds Li-ions at various binding energies. The experimental approach is used in conjunction with the simulation results to understand the structure of the carbon composites, and how unique structural properties vary as a function of the parameters that are controlled in the manufacturing process. This insight leads to the revelation that a large interfacial surface area between amorphous and crystalline carbon domains is paramount for high-capacity storage of Li-ions.
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1 INTRODUCTION
1.1 BACKGROUND

Low-cost, high-quality lithium batteries are a desirable product in a market that is moving towards cleaner, less expensive, and more efficient energy. The development of these batteries occurs with a trade-off between cost and effectiveness. High-performance batteries are often accompanied by a difficult manufacturing process or a steep financial penalty [1]. On the other hand, batteries developed from low-cost materials are produced at a charge capacity, cycling capability, or safety penalty [1]. Recently however, materials derived from abundant, low-cost lignin sources show promise in achieving a good balance in both financial and performance aspects. Novel processes for the development of this raw material using advanced carbon fiber technologies at Oak Ridge National Laboratory (ORNL) yield superior anode materials in the form of all-carbon composites composed of nanoscale crystalline domains dispersed within an amorphous matrix [1]. Carbon-carbon composite materials have advantages including high reversible capacity, low irreversible capacity loss (shown in Figure 1.1), high cycle life due to strong mechanical integrity, and enhanced safety because of a lack of substrate dissolution during overcharge [2].

![Figure 1.1](image)

Figure 1.1. (a) Charge storage capacity of lignin carbon fibers carbonized at 1000 °C (red), 1500 °C (green), and 2000 °C (blue) as a function of current in slurry-coated electrodes. (b) Charge capacities as a function of cycling and carbonization temperatures in slurry-coated electrode. Figures and captions from [3].
On the molecular scale, lignin is a complex mix of branched polyaromatic macromolecules containing a large fraction of aromatic rings resulting in a high char yield (over 40 wt. %) after pyrolysis [4, 5]. The difference between lignin-based carbon fiber (LCF) and the more traditional anode material based off of polyacrylonitrile (PAN) is illustrated in Figure 1.2. A key step in the manufacturing process is the pyrolyzation and subsequent thermal annealing of lignin fiber. The resulting structural properties of the composite materials are an incompletely understood function of the specific pyrolysis temperature and thermal history. However, as each pyrolysis temperature corresponds to a unique set of experimentally measurable parameters (composite density, crystalline volume fraction, and size of the crystalline nanoparticles), a structure-property relationship can be developed. For these materials, one of these properties is intracrystallite d-spacing. As used here, “d-spacing” refers to the distance between two parallel, or almost parallel, layers of graphene. The motivation for understanding d-spacing is due to the fact that this distance has a direct inverse relationship with the capacity of electric charge accumulation [6], and so is a critical factor in anode performance.

Figure 1.2. (a) Molecular structure of polyacrylonitrile (PAN) exhibits anisotropy in the arrangement of carbon sheets. Figure from [7]. (b) Molecular structure of lignin-based carbon fiber (LCF). The LCF exhibits near perfect turbostratic disorder. Figure from [8].
Figure 1.3. (a) Scanning electron images of LCFs ground for particle size reduction and coated onto copper current collectors by slurry coating. (b) High resolution transition electron microscopy images at a pyrolysis temperature of 2000 °C. The inset images are selective area patterns on the same materials. Figures and captions from [3].

1.2 MOTIVATION AND OBJECTIVES

The objective of this work is develop a computational model to better understand the structure-property relationships of lignin-derived carbon composite anodes developed at Oak Ridge National Laboratory. With a sound theoretical understanding of these relationships, the ultimate goal is to predict the properties of an ideal carbon composite that would lead to novel, high-performing Li-ion battery anodes.

In this research, an atomistic model is developed and studied through the use of molecular dynamics (MD). This procedure simulates the atomic interactions among the crystalline and amorphous domains of the composite systems and reveals both nanoscale and mesoscale phenomena. The properties of interest in these carbon composite systems are those that cannot be easily obtained through experiment, but whose understanding will lead to the development of better anode materials. These properties include the d-spacing between carbon layers (graphene) within the nanocrystallites, the nature of how these nanocrystallites distribute and deform with the amorphous carbon matrix, and the nature of Li-ion storage/transport within this anode material.
1.3 PER CHAPTER SUMMARY

1.3.1 ENTROPY-DRIVEN STRUCTURE AND DYNAMICS IN CARBON NANOCRYSTALLITES

New carbon composite materials are being developed that contain carbon nanocrystallites in the range of 5 Å to 17 Å in radius dispersed within an amorphous carbon matrix. Evaluating the applicability of these materials for use in battery electrodes requires a molecular-level understanding of the thermodynamic, structural, and dynamic properties of the nanocrystallites. Herein, molecular dynamics simulations reveal the molecular-level mechanisms for such experimental observations as the increased spacing between carbon planes in nanocrystallites as a function of decreasing crystallite size. As the width of this spacing impacts Li ion capacity, an explanation of the origin of this distance is relevant to understanding anode performance. It is thus shown that the structural configuration of these crystallites is a function of entropy. The magnitude of out-of-plane ripples, binding energy between layers, and frequency of characteristic planar modes are reported over a range of nanocrystallite sizes and temperatures. This fundamental information for layered carbon nanocrystallites may be used to explain enhanced lithium ion diffusion within the carbon composites.

1.3.2 STRUCTURAL ANALYSIS OF LIGNIN-DERIVED CARBON COMPOSITE ANODES

Lignin-based carbon composite anodes consisting of nanocrystalline and amorphous domains are studied to develop a relationship of structural properties such as crystallite size, intracrystallite d-spacing, crystalline volume fraction, and composite density with their pair distribution functions (PDF), as obtained from both molecular dynamics simulation and neutron scattering.

1.3.3 INTERFACIAL Li-ION LOCALIZATION IN HIERARCHICAL CARBON ANODES

In this work, we study the properties of novel low-cost lignin-based carbon composite anodes for use in Li-ion batteries. The anodes consist of carbon nanocrystallites distributed within an amorphous carbon matrix. We perform a computational study using molecular dynamics simulations of an experimentally validated model of the anode to elucidate the nature of Li-ion storage. We report the discovery of a novel mechanism of Li-ion storage, one in which Li⁺ is not intercalated between layers of carbon (as is the case in graphitic anodes), but rather is localized at the interface of crystalline carbon domains. In particular, the effects of Li-ion binding energy on the Li-Li, Li-H, and Li-C pair distribution functions are revealed, along with the effect on charge distribution. Lastly, the atomic environments surrounding the Li-ions are
grouped on the basis of ion energy and then convolved into archetypal structural motifs that reveal deep insight into the geometry of ion localization in disordered systems.

1.3.4 LI-ION LOCALIZATION AND ENERGETICS AS A FUNCTION OF ANODE STRUCTURE

In this work, we study the effect of carbon anode structure on the localization and energetics of Li-ions. A computational molecular dynamics study is combined with experimental results from neutron scattering experiments to understand the effect of composite density, crystallite size, volume fraction of crystalline carbon, and ion loading on the nature of ion storage in novel, lignin-derived composite materials. The effect that lithiation has upon the anode structure is revealed via the pair distribution functions of both the computational models and the experimental materials. The effect of other properties is evaluated using a suite of pair distribution functions corresponding to lithium-carbon, lithium-hydrogen, and lithium-lithium atom pairs. In addition to the pair distribution functions, we use an original technique to extract archetypal structures from the computational models that represent the local atomic environment surrounding Li-ions of different energies. These representations take the form of three-dimensional atomic density distributions. Lastly, the energetics of the Li-ions are understood by relating changes in the energy and charge distributions to changes in structural properties.
2 ENTROPY-DRIVEN STRUCTURE AND DYNAMICS IN CARBON NANOCRYSTALLITES
This chapter is a slightly revised version of a paper by the same title published in the *Journal of Nanoparticle Research* in 2014 by Nicholas McNutt, Qifei Wang, Orlando Rios, and David Keffer:


The use of “we” in this part refers to the co-authors and the author of this dissertation. My primary contributions to this paper include (1) development of the problem into a work relevant to the study of isolated carbon nanocrystallites, (2) implementation of the simulation methodology, (3) all of the simulation work, and (4) most of the analysis and writing.


### 2.1 Introduction

Nano-carbon materials are of interest due to a variety of novel properties, including enhanced thermal conductivity [9], electronic conductivity [10], and high surface area (over 2600 m$^2$/g) [11], making them of potential interest in energy storage applications. Properties of both graphene and graphite are well known, yet the studies of an intermediate form, layered carbon nanocrystallites, are not as numerous. Recent experimental synthesis and characterization of carbon composites, containing carbon nanocrystallites dispersed within and stabilized by an amorphous carbon matrix, provide practical motivation for the evaluation of carbon nanocrystallites [3].

This paper seeks to clarify the thermodynamics, the structure, and the dynamics of carbon nanocrystallites, with an emphasis on application to energy storage. The significance of this work can be seen through the analogy of the structure and properties of Pt nanoparticles. Molecular Dynamics (MD) simulations have provided an understanding of how the unit cell lattice parameters change as a function of the size of the Pt nanoparticle [12]. This understanding provides insights into their functioning as catalysts [13]. Similarly, the purpose of this contribution is to provide systematic information regarding the structure of carbon nanocrystallites as a function of crystallite size.
Materials composed of carbon fibers can consist of crystalline, layered carbon nanocrystallites of various sizes dispersed within an amorphous carbon matrix [14, 15]. The storage and transport of ions within these composite materials is an area of active interest. It has been shown that the Li-ion intercalation capacity and chemical activity is strongly correlated to particle size thus driving the incorporation of active nanomaterials in energy storage [16-18]. In particular, the d-spacing of these crystallites has a strong inverse relationship with the capacity for electric charge accumulation, making it a crucial factor in lithium-ion anode performance [6]. Currently the extended capacity seen in nanomaterials is thought to be enabled by the reactivity of defect sites while kinetics are enhanced by minimizing the solid state diffusion length [16, 18]. Less is known regarding how the energetics and dynamics of the intercalation process vary with nanocrystallite size. To better understand ion transport into the nanocrystallites, an exploration of the fundamental properties of these nanocrystallites in isolation is required.

The nanoscale structure and energetics of isolated graphite or graphene layers have been studied previously through molecular simulation [19-25]. The structures of isolated graphite and graphene layers have been studied for application in energy storage materials [26-29]. For graphitic layered structures, the interplanar spacing has been reported to be an important factor that affects the sodium atom [26], hydrogen [30], and lithium ion [27] insertions. The dynamics of graphite or graphene layers have been studied mainly because of the finding of “superlubricity” [22, 31-38]. Compared with studies on the thermodynamics, structure, and dynamics of graphite or graphene, a study on carbon nanocrystallites is not reported in the literature. The study of the thermodynamic, structural, and dynamic properties of these nanocrystallites will provide a fundamental understanding that will aid in the development of advanced materials for electrochemical systems. Particularly, it will help the understanding of Li-ion insertion and the transport mechanism in the anodes which incorporate these nanocrystallites.

In this work, we studied the nanoscale thermodynamic, structural, and dynamic properties of isolated layered carbon nanocrystallites (nominal radii of 5, 7 and 17 Å) through MD simulation. The thermodynamic, structural, and dynamic properties are reported as a function of nanocrystallite size and temperature. The computational results are compared with available experimental data for these nanocrystallites and the literature reported values for graphite. This paper is organized as follows. The model and simulation details are given in section 2.2. The results and discussion are presented in section 2.3. The conclusions are listed in section 2.4.
2.2 SIMULATION METHODS

The nanocrystallites modeled in this study were intended to correspond to experimentally synthesized carbon structures from renewable resources [3]. Here, we summarize in one paragraph the experimental synthesis and characterization procedures in order to provide a background for the model nanocrystallites investigated herein. Carbon based energy storage materials with nanoscale microstructures were synthesized from solvent extracted hardwood lignin. Lignin is a complex network of phenyl units bonded through an array of different inter-unit bonds that yields 40 to 60 wt % char after pyrolysis [5, 39]. Conversion of lignin into a nanoscale graphitic material consists of oxidative stabilization to 250 °C in flowing air followed by pyrolysis under inert atmospheres. The size of the nanocrystallites was controlled by systematically varying the annealing temperatures (nominally 1000, 1500 and 2000 °C). Quantitative structural analysis of x-ray diffraction measurements taken from converted lignin carbon fibers were used to calculate the mean particle size and the lattice parameters of the nanocrystallites [15, 40]. Peak broadening was correlated to the mean particle size using Scherrer analysis [41] while the d-spacing was measured directly from the position of the peak corresponding to the (002) plane.

A structural model of the carbon nanocrystallite is initially constructed by cutting a sphere from a sample of bulk graphite with AB stacking of layers. Edge carbon atoms that are bonded to only one other carbon are removed. The three nanocrystallites are shown in Figure 2.1. The nominal radii of 5, 7 and 17 Å (corresponding to 85, 136, and 2,207 atoms respectively) are selected to match the experimental data to which we will compare. Within a single plane, the structure is entirely carbon in a hexagonal pattern. The distance between adjacent carbon atoms is 1.42 Å and the bond angle is 120°.

The MD simulations were conducted using LAMMPS [42]. The OPLS-AA potential was used [43]. The total interactions include bond stretching, angle bending, bond torsion, in-plane nonbonded interaction for atoms separated by three bonds or more, and the inter-plane nonbonded interaction. The nonbonded interactions are characterized by the Lennard-Jones potential. The stretching, bending, and Lennard-Jones potential parameters are taken from the work of Tsai and Tu [25] on graphite. The torsion potential parameters are taken from the work of Fileti, Dalpian [44] on graphene.
Figure 2.1. Molecular representations of three carbon nanocrystallites: (a): \( r = 5 \, \text{Å}, \) at 0 K; (b): \( r = 7 \, \text{Å}, \) at 0 K; (c): \( r = 17 \, \text{Å}, \) at 0 K; (d): \( r = 5 \, \text{Å}, \) at 300 K; (e): \( r = 7 \, \text{Å}, \) at 300 K and (f): \( r = 17 \, \text{Å}, \) at 300 K. The scale is different for each crystallite.
The OPLS-AA potential was used as the primary method of simulation because these nanocrystallites are present in much larger composite systems, consisting of hundreds of thousands of atoms. As a means of additionally validating the potential, three systems were also simulated using the AIREBO potential [45]. The AIREBO potential allows for C-C bond breaking. In this system, there is no C-C bond breaking, as evidenced through the AIREBO simulations we performed. Moreover, the structural and energetic information from the OPLS-AA and AIREBO potentials were qualitatively similar. Therefore, we chose to use the computationally less expensive (but still accurate) OPLS-AA potential. A few results from the AIREBO simulations are also presented.

The nanocrystallite is placed in a cubic simulation box in a microcanonical (NVE) ensemble. We chose not to simulate in the canonical (NVT) ensemble to eliminate the possibility that the thermostat would introduce artifacts into the largely harmonic modes of the small crystallites. Thus, the temperatures reported in our data correspond to the mean value of temperature over the duration of each simulation. The r-RESPA algorithm developed by Tuckerman, Martyna [46] was used to integrate the equations of motion. The time step of the pairwise interactions was 2 fs and the time step of the bonded interactions was 0.2 fs. The cut-off distance used was 20 Å. A temperature range from 50 K to 420 K was generated by changing the initial velocities. Every simulation was run for 1 ns of data production.

2.3 RESULTS AND DISCUSSION

In this section, important findings on the thermodynamics, structure, and dynamics of three nanocrystallites (radius, \( r = 5, 7 \) and \( 17 \) Å) are reported and compared with the available literature-reported data and theory. First, the thermodynamic properties are reported as a function of nanocrystallites size and temperature. Second, the structural changes are reported as a function of nanocrystallite size and temperature. Finally, we examine the dynamics of the nanocrystallite with a radius of \( 5 \) Å as a function of temperature. Through these studies, we obtained the understanding of the thermodynamics, structure, and dynamics of these carbon nanocrystallites.

2.3.1 THERMODYNAMIC PROPERTIES

In this section, the thermodynamic properties of the carbon nanocrystallites are reported. Based on the potential used, there are four contributions to the intraplanar potential energy, namely bond-stretching, bond-bending, bond-torsion, and nonbonded interactions for atoms separated by at least three bonds. There is also an interplanar potential energy due to nonbonded interactions between planes. For carbon
nanocrystallites with layered structures, the intraplanar and interplanar potentials have different impacts on the structure and dynamics. The intraplanar potentials maintain the planarity of a given layer. The interplanar potentials bind the layers together. Therefore, it is useful to study the contributions to the total potential individually. In Figure 2.2, the (a) stretching, (b) bending, (c) torsion, (d) intraplanar nonbonded, (e) interplanar nonbonded, and (f) total potential energy are shown as a function of temperature for the three nanocrystallites. These properties are averaged over the production run. All energies are reported on an intensive (per mole) basis. The energy associated with the stretching, bending, and torsion modes increases with temperature. There is not a large difference in these three energies as a function of crystallite size. In the inset of Figure 2.2(a), (b), and (c), one can observe that the energies are slightly higher for the larger nanocrystallites. The largest noise appears in the smallest nanocrystallites because it has the fewest number of atoms. In Figure 2.2(d), the intraplanar nonbonded potential energy also increases with temperature, though the difference as a function of nanocrystallite size is now significantly greater, with the larger crystallite having a larger (less favorable) energy. The intraplanar nonbonded energy is positive because in the OPLS-AA potential, the nonbonded interactions include atoms separated by three bonds. At this distance (2.84 Å), the nonbonded interaction is unfavorable. The increase in these intraplanar energies corresponds to greater fluctuations from planarity in the layer with increasing temperature. This indicates that the out-of-plane fluctuations (or ripples of layers) become more significant at elevated temperatures. This observation is in complete agreement with the fact that the intraplanar energetic contributions in Figure 2.2(a) through (d) increase with increasing temperature.

In Figure 2.2(e), the interplanar nonbonded interaction energy is negative (favorable) and increases (becomes less favorable) with temperature. It is also observed in Figure 2.2(e) that the interplanar nonbonded interaction energy becomes more favorable as the size of the nanocrystallite increases, which – as shall be shown in the next section – corresponds to a decrease in average d-spacing with an increase in crystallite size.

The sum of the five contributions to the total potential energy is shown in Figure 2.2(f). The total potential energy increases (becomes less favorable) with increasing temperature, as was the case for the four intraplanar nonbonded components and one interplanar component. The total potential energy decreases (becomes more favorable) with increasing particle size, as was the case with the interplanar component, but not the case for the four intraplanar nonbonded components.
Figure 2.2. Individual potential energy as a function of temperature for the three carbon nanocrystallites. (Energy is on a per atom basis.)
Thus the temperature dependence of the potential energy is dominated by all potential modes whereas the size dependence is governed by the interplanar mode.

It is interesting to further study the interplanar nonbonded potential. The absolute value of the interplanar nonbonded potential energy is often referred to as the binding energy for AB stacking graphite layers [22]. The literature reported value for the binding energy of AB stacking graphite is 52 meV per atom at room temperature [21, 47]. In this work, the binding energy at room temperature is 14.7 (r = 5 Å), 17.0 (r = 7 Å) and 33.2 (r = 17 Å) meV/atom, significantly lower than that for graphite. We shall see in the next section that this binding energy is correlated to the larger d-spacing of the nanocrystallites (3.9, 3.55, and 3.4 Å) relative to graphite (3.354 Å) [47]. The lower binding energy suggests a better structure for ion intercalation, since it becomes easier for the ion to insert between the layers. Low binding energy is also good for exfoliation and provides good mechanical properties when being used as a component of nanocomposites [25].

Based on the variation of total energy on temperature, we extracted the constant-volume heat capacity ($C_v$) and entropy change relative to the lowest temperature for these nanocrystallites. The calculation of heat capacity is based on the central finite difference of total energy over temperature rather than the fluctuation of the potential energy, since the former procedure has been shown to provide more statistically reliable results [48]. We did not use any noise reduction filter in the potential energy, so the variations that appear in the heat capacity, especially in the smallest system, are simply due to the common issues associated with numerical differentiation of data with some noise. The calculation of entropy change is based on the integration of heat capacity over temperature. In Figure 2.3, we show the temperature dependence of heat capacity and entropy change for the three nanocrystallites. From Figure 2.3(a), we observed that the heat capacities for the three nanocrystallites are in the range of 0.0057 to 0.0061 kcal/mol/K and show no apparent temperature dependence in the range studied. There is no available experimental heat capacity of these nanocrystallites for comparison. A reference point is the constant pressure heat capacity for graphite, which is 0.002 kcal/mol/K at 300 K [49]. The higher heat capacity of the nanocrystallites is due to the additional degrees of freedom in the nanocrystallites, as seen in the analysis of dynamics which follows. We note that the heat capacity of a composite material will be a combination of the crystalline and amorphous domains.
Figure 2.3. Heat capacity (a) and entropy change (b) as a function of temperature for the three carbon nanocrystallites.
In Figure 2.3(b), the entropy change as a function of temperature is shown for each of the three nanocrystallites. The entropy change is measured relative to the lowest simulation temperature for each crystallite. (Because we simulated in the NVE ensemble, this temperature is not the same for each crystallite.) The entropy change increases with temperature for the three systems and the entropy change with respect to temperature is largest for the largest crystallite. We shall show in the following section that the d-spacing increases with temperature for the three crystallites.

2.3.2 STRUCTURAL PROPERTIES

The equilibrium structures are specifically studied for the three nanocrystallites. The structure of the carbon nanocrystallite can be characterized in several ways. In order to characterize the geometry between layers, four measures are employed here. The first is the sliding distance. The sliding distance measures the displacement of one plane relative to another along an axis parallel to the planes. As shown in Figure 2.4, the sliding distance is defined as d-sliding. The second measure is the breathing distance, which characterizes the perpendicular separation between layers – the d-spacing. The breathing distance is defined as d-breathing in Figure 2.4. The third measure is the rocking angle, which characterizes the angle between two adjacent planes. The rocking angle is also defined in Figure 2.4. The fourth measure is the center-of-mass (COM) distance, which is likely some linear combination of the other modes and is defined as the distance between the center of mass of two adjacent planes (COM in Figure 2.4). We include the dependent COM measure because in the work on graphene layers, the relative center of mass separation is used to study the sliding motion [22]. In addition to these four interplanar measures, we also report one intraplanar measure, which is the standard deviation of the perpendicular distance of each carbon atom in a layer from the best-fit mathematical plane through all of the carbon atoms in that layer. Focusing on these four modes of motion provides the essential information of interest and is pursued rather than a full normal mode analysis, resulting in 3N modes.

In Figure 2.5, the intraplanar measure is presented first. The standard deviation of the carbon distance from the plane is plotted as a function of temperature for all three nanocrystallites. The standard deviation increases with temperature and particle size, consistent with the observation of the intraplanar energies (Figure 2.2 (a)-(d)). In Figure 2.2, we have observed that the intraplanar energy (for stretching, bending, torsion, and intraplanar nonbonded interactions) increases with temperature and particle size, indicating increased out-of-plane fluctuations for the carbon atoms. The results shown in Figure 2.5 further prove that the out-of-plane fluctuations increase with particle size and temperature. These out-of-plane distortions are similar in scale to those observed in free standing graphene [50, 51].
Figure 2.4. Schemes of definitions of different geometrical characterizations (COM 1: center of mass positions of layer 1; COM 2: center of mass positions of layer 2; norm 1: norm vector of layer 1; norm 2: norm vector of layer 2).
Figure 2.5. The standard deviation of the carbon distance from the plane as a function of temperature.
In Figure 2.6, the average values of the interplanar measures, including (a) sliding distance, (b) breathing distance, (c) rocking angle, and (d) COM distance, are plotted as a function of temperature for the three nanocrystallites. We observe that all four interplanar measures increase with increasing temperature. That is, with increasing temperature, the planes (on average) have slid farther away from the center of the crystallite, have greater separation between them, and are less parallel to each other. The COM of adjacent planes are also farther away from each other.

From Figure 2.6, it is also clear that at any given temperature, the value of each of the four interplanar measures decreases with increasing nanocrystallite size. In other words, with increasing nanocrystallite size, the planes have (on average) slid a smaller distance away from the center of the crystallite, have less separation between them, and are more parallel to each other. The COM of adjacent planes are also closer to each other. Furthermore, the sensitivity to temperature for each of the four interplanar measures decreases with increasing nanocrystallite size.

It is appropriate at this point, having presented the structural data, to discuss the driving force for a change in d-spacing (the distance associated with the breathing mode). The driving force for a change in d-spacing as a function of crystallite size is entropy. To demonstrate that this is an entropically driven change in structure, one begins with the Helmholtz free energy, $A$,

$$A = U - TS$$

where $U$ is the internal energy, $S$ is the entropy, and $T$ is the absolute temperature. At 0 K, there is no entropic contribution to the free energy. The d-spacing is defined solely by the energetic contribution to the free energy. For any given crystallite size at any arbitrary higher temperature, there is a d-spacing that corresponds to the minimum in the internal energy. We define a structural state, point 1, such that

$$A_1 = U_1 - TS_1 = U_{min} - TS_1$$

This structural state is not the one that is observed in the simulation at a finite temperature since the d-spacing associated with the minimum in free energy does not coincide with the d-spacing associated with the minimum in internal energy. We define a structural state, point 2, which is the equilibrium state observed in the simulation,

$$A_2 = A_{min} = U_2 - TS_2$$
Figure 2.6. Structures as a function of temperature for the three carbon nanocrystallites (d-sliding: horizontal separation of two adjacent layers; d-breathing: vertical separation of two adjacent layers; rocking-angle: angle of two normal vectors of two adjacent layers; d-COM: center of mass separation of two adjacent layers).
The difference between states 2 and 1 is given by

\[ \Delta A = A_2 - A_1 = U_2 - U_1 - T(S_2 - S_1) = \Delta U - T \Delta S \]

Because the equilibrium state is a minimum in free energy, we know that \( A < 0 \). By the definition of state 1, in which the internal energy is a minimum, we know that \( U > 0 \). (In fact at \( T = 293 \) K, for the crystallite with a radius of 5 Å, the internal energy at the equilibrium state corresponding to a d-spacing [breathing] of 3.51 Å is 1.74 kcal/mol. We cannot perform an equilibrium simulation at 293 K with a d-spacing corresponding to that associated with the minimum in internal energy. However at 0 K, the minimum internal energy is 0.013 kcal/mol, corresponding to a d-spacing of 3.41 Å, which results in a positive \( U \) of 1.73 kcal/mol).

From these equations, two mathematical consequences emerge. First, the change in entropy must be positive,

\[ \Delta S > 0 \]

In other words, as the d-spacing increases, the entropy of the crystallite also increases. The second consequence is that the change in the entropic contribution to the free energy upon a change in d-spacing is greater in magnitude than the change in energy,

\[ T \Delta S > \Delta U \]

In other words, the entropic advantage gained by increasing the d-spacing is greater than the energetic penalty paid by increasing the d-spacing. Therefore, the structural change can be said to be entropically driven.

The d-spacing is of particular interest for materials composed of these nanocrystallites with applications for lithium ion battery anodes, where the lithium ion is stored in an intercalated state. In Table 2.1, we compared the d-breathing and d-COM from MD simulation with that of experiments for carbon fibers composed of these three nanocrystallites. Both OPLS-AA [43] and [45] potential models were used in MD simulations to study the variance of d-spacing as a function of the choice of interaction potential. The calculated breathing distance agrees with the experiments on composite materials with these characteristic crystallite sizes [15, 40] for the \( r = 7 \) Å and \( r = 17 \) Å systems but deviates with experiments for the \( r = 5 \) Å system. The calculated d-COM agrees with the experiments for the \( r = 5 \) Å and \( r = 17 \) Å systems but deviates with experiment for the \( r = 7 \) Å system.
Table 2.1. Comparison of measures of interplanar spacing (breathing and COM distances) for the three carbon nanocrystallites around 291 K \( (r = 5 \text{ Å}; 293 \text{ K}; r = 7 \text{ Å}; 280 \text{ K}; r = 17 \text{ Å}; 278 \text{ K}) \), experiment data is taken at 291 K [15].

<table>
<thead>
<tr>
<th>Type</th>
<th>breathing distance (Å) - MD</th>
<th>COM distance (Å) - MD</th>
<th>d-spacing (Å) exp.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OPLS-AA</td>
<td>AIREBO</td>
<td>OPLS-AA</td>
</tr>
<tr>
<td>( r = 5 \text{ Å} )</td>
<td>3.51</td>
<td>3.61</td>
<td>3.89</td>
</tr>
<tr>
<td>( r = 7 \text{ Å} )</td>
<td>3.48</td>
<td>3.60</td>
<td>3.75</td>
</tr>
<tr>
<td>( r = 17 \text{ Å} )</td>
<td>3.39</td>
<td>3.48</td>
<td>3.45</td>
</tr>
</tbody>
</table>
The calculated results by either method capture the trend of experimental interplanar spacing of the three nanocrystallites and show little dependence on interactions potentials. The d-spacings predicted using the AIREBO potential are slightly larger than those predicted using the OPLS-AA potential.

2.3.3 Dynamical Properties

To study the dynamics behavior of the three nanocrystallites, we analyzed the four interplanar modes described above. In Figure 2.7, the sliding distance, breathing distance, rocking angle, and COM distance are plotted as functions of time for the r = 5 Å nanocrystallite near 291 K. Only 30 ps of data is shown for visual clarity, but samples from the entirety of the simulation were recorded. In the r = 5 Å nanocrystallite, there are three planes, with plane 2 being in the middle. The values of all four modes are shown for the combination of both the 1-2 (top and middle) and 2-3 (middle and bottom) planes. All four modes fluctuate around average values. All four modes show some periodicity with simulation time.

One observes in Figure 2.7(b) that the breathing distance of the 1-2 layers is highly positively correlated with the breathing distance of the 2-3 layers. As the distance between the 1-2 layers increases, so too does the distance between the 2-3 layers. Similarly, as the distance between the 1-2 layers decreases, so too does the distance between the 2-3 layers. Thus, this is a breathing mode, representing expansion and contraction of the nanocrystallite in the axis normal to the planes. The alternative motion – a mode where the 1-2 and 2-3 distances are negatively correlated in time and for which the middle plane bounces between two outer planes that maintain a constant distance from each other – is not observed. While this modal analysis is certainly not a complete normal mode analysis, this breathing mode likely corresponds to one of the eigenvectors of the crystallite.

Similarly, in Figure 2.7(a), the sliding mode shows a positive correlation between the sliding distance of layers 1-2 and that of layers 2-3. It is not clear whether the mode corresponds to both the top and bottom layers moving in one direction (e.g. to the right) while the middle layer moves to the left, or rather whether the top layer moves to the right and the bottom layer to the left, while the middle layer is stationary. Either of these two modes fit the observed data. A movie of the crystallite is available in an archived, online website [40] indicates that it is the latter rather than the former mode that is active.

In order to obtain the frequencies associated with these modes, we performed Fast Fourier Transforms [52] on the transient data for all four modes. The resulting spectra for the r = 5 Å nanocrystallite at select temperatures are shown in Figure 2.8. The fundamental frequency for the sliding mode is 0.4 THz (dashed line in Figure 2.8(a)), close to 0.336 THz, a value reported for the sliding mode of graphite using the
Figure 2.7. Structures as a function of time for the nanocrystallite with $r = 5 \ \text{Å}$ at 266 K. (d-sliding: horizontal separation of two adjacent layers; d-breathing: vertical separation of two adjacent layers; rocking-angle: angle of two normal vectors of two adjacent layers; d-COM: center of mass separation of two adjacent layers).
Figure 2.8. Calculated Fourier transforms of (a): horizontal separation (d-sliding), (b): vertical separation (d-breathing), (c): angle rocking and (d) center of mass separation (d-COM) for the top two layers of the nanocrystallite with $r = 5$ Å at different temperatures (from bottom to top: 67 K, 141 K, 216 K, 293 K, 366 K).
Lennard-Jones potential [22]. The breathing mode shows two major fundamental frequencies at 1.45 and 1.95 THz, as shown in Figure 2.8(b). The spectrum for the rocking mode has a variety of features between 3 and 4 THz. In all cases, the distinct features of the spectra are more pronounced at lower temperatures. In Figure 2.8(d), the COM mode is presented. It shows three major peaks, corresponding to the one peak from the sliding mode (~0.4 THz) and two peaks from the breathing mode (dashed lines at 1.5 and 1.9 THz). Clearly, sliding and breathing distances contribute to the COM distance. The rocking angle does not contribute to the COM distance and is not observed in the COM spectrum. We note here that the experimentally measured fundamental frequency reported for the sliding motion of graphite is 1.5 THz [53], close to 1.45 THz, one of breathing frequencies reported here. Also note that this comparison is between nanocrystallites and bulk graphite, which may be responsible for the discrepancy. Further study is warranted.

2.4 CONCLUSIONS

The thermodynamic, structural, and dynamic properties of carbon nanocrystallites have been studied through molecular dynamics simulations. The results show that the d-spacing increases with decreasing nanocrystallite size, in agreement with experimental observations from composite materials containing carbon nanocrystallites of different sizes. It is found that the increase in d-spacing is due to entropic effects. The binding energy between planes commensurately weakens with decreasing nanocrystallite size. The bonded potential energy (stretching, bending, and torsion) and in-plane nonbonded potential energy become less favorable with nanocrystallite size. The heat capacities of the nanocrystallites are in the range of 0.0057 to 0.0061 kcal/mole/K, significantly higher than bulk graphite. Three types of layer motion (breathing, sliding, and rocking angle) are observed for all three nanocrystallites at different temperatures. The Fourier transforms were conducted for all three types of motions and center of mass motion. The results show that there is a major frequency for sliding motion at 0.4 THz, which is close to the literature-reported value for graphite using the same potential. There are two major frequencies for breathing motion, with one at 1.45 THz and the other at 1.95 THz. These frequencies show little apparent variation with temperature over the range studied here. The study provides fundamental understanding of the physical properties of these layered carbon nanocrystallites. This work can aid in the understanding of Li-ion intercalation in composite anodes, which have shown strong dependence of ion capacity on crystallite size [3], and a strong inverse relationship between electric charge capacity and crystalline d-spacing width [6].
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3 **STRUCTURAL ANALYSIS OF LIGNIN-DERIVED CARBON COMPOSITE ANODES**
This chapter is a slightly revised version of a paper by the same title published in the *Journal of Applied Crystallography* in 2014 by Nicholas McNutt, Orlando Rios, Mikhail Feygenson, Thomas Proffen, and David Keffer:


The use of “we” in this part refers to the co-authors and the author of this dissertation. My primary contributions to this paper include (1) development of the problem into a work relevant to the study of lignin-derived carbon composite Li-ion battery anodes, (2) experiments conducted at the NOMAD beam line at the Spallation Neutron Source at Oak Ridge National Laboratory, (3) implementation of the simulation methodology, (4) all of the simulation work, and (5) most of the writing.


### 3.1 **INTRODUCTION**

Low-cost, high-quality lithium batteries are a desirable product in a market that is moving towards cleaner, less expensive, and more efficient energy. The development of these batteries occurs with a trade-off between cost and effectiveness. High-performance batteries are often accompanied by a difficult manufacturing process or a steep financial penalty [1]. On the other hand, batteries developed from low-cost materials are produced at a charge capacity, cycling capability, or safety penalty [1]. Recently however, materials derived from abundant, low-cost lignin sources show promise in achieving a good balance in both financial and performance aspects. Novel processes for the development of this raw material using advanced carbon fiber technologies at Oak Ridge National Laboratory (ORNL) yield superior anode materials in the form of all-carbon composites composed of nanoscale crystalline domains dispersed within an amorphous matrix [3]. Carbon-carbon composite materials have advantages including high reversible capacity, low irreversible capacity loss, high cycle life due to strong mechanical integrity, and enhanced safety because of a lack of substrate dissolution during overcharge [2].

On the molecular scale, lignin is a complex mix of branched polyaromatic macromolecules containing a large fraction of aromatic rings resulting in a high char yield (over 40 wt. %) after pyrolysis [4, 5]. A key step in the manufacturing process is the pyrolyzation and subsequent thermal annealing of lignin fiber.
The resulting structural properties of the composite materials are an incompletely understood function of the specific pyrolysis temperature and thermal history. However, as each pyrolysis temperature corresponds to a unique set of experimentally measurable parameters (composite density, crystalline volume fraction, and size of the crystalline nanoparticles), a structure-property relationship can be developed. For these materials, these properties include intracrystallite d-spacing. As used in this paper, “d-spacing” refers to the distance between two parallel, or almost parallel, layers of graphene. The motivation for understanding d-spacing is due to the fact that this distance has a direct inverse relationship with the capacity of electric charge accumulation [6], and so is a critical factor in anode performance.

In this work, we used neutron diffraction on three lignin-derived carbon samples to obtain experimental pair distribution functions (PDFs) to compare with our simulation results. In contrast to X-rays, neutrons are more sensitive to the light elements, and neutron time-of-flight diffraction enables higher resolution PDFs because of the broader Q-range accessible [54]. In experimental PDFs, peak position, height, and width are attributed to the inter-atomic distance, coordination number, and thermal motion of atoms.

Although such qualitative information can be directly observed in the experimental PDF, a fundamental understanding of the local structure on an atomic level requires advanced analytical methods to extract quantitative structural information [55-57]. It is therefore necessary to develop a predictive model that reproduces the experimental PDF.

Decomposition of the PDF into individual components is possible in a simulation, whereas in experimental neutron PDFs, only isotope substitution experiments can differentiate between partial PDFs. Such a decomposition enables an unambiguous identification of the origin of each feature in the PDF. Although multiple phases with distinct space groups often lead to isolated signatures in the PDF, analysis of complex materials results in highly overlapped features that are rich in structural information. Without advanced modeling of the complex structures, extracting meaningful information is very difficult. Once the model is developed, the reverse procedure can be applied, whereby material properties are predicted from the PDFs. This could be of particular use for lithiated/de-lithiated anodes, as the manner in which the material has evolved through charging/discharging can be better understood from the PDF. At the simplest level of modeling, neighbor-bonding distances can predict the sharp intraplanar peaks at short distances within the PDF. However, analytical models corresponding to amorphous and mesoscopic structure are not so easily developed, as these factors are emergent phenomena that arise from the complex interplay of many simpler atomic interactions.
In this work, a model is developed through the use of molecular dynamics (MD). This procedure simulates the atomic interactions among the crystalline and amorphous domains of the composite systems and reveals both nanoscale and mesoscale phenomena. The properties of interest in these carbon composite systems are those that cannot be easily obtained through experiment, but whose understanding will lead to the development of better anode materials. These properties include the d-spacing between carbon layers (graphene) within the nanocrystallites, the nature of how these nanocrystallites distribute and deform with the amorphous carbon matrix, and the nature of lithium ion storage/transport within this anode material. The first two properties are addressed within this article, which focuses exclusively on uncharged anode materials. The last property is to be addressed in a forthcoming contribution, addressing charged and discharged materials.

3.2 METHODS FOR SIMULATION AND EXPERIMENT

3.2.1 SYNTHESIS
The carbon materials with nanoscale structure were synthesized from solvent extracted hardwood lignin. Lignin is a highly cross-linked polyphenolic polymer without repeating units that yields 40 to 60 wt % char after pyrolysis [4, 5]. Conversion of lignin into nanoscale graphitic material consists of oxidative stabilization to 250 °C in flowing air followed by pyrolysis under inert atmospheres. The scale of the crystalline domains is a result of systematically varying the annealing temperatures (1000, 1500, and 2000 °C).

3.2.2 STRUCTURAL CHARACTERIZATION
The experimentally obtainable parameters describing these three carbon structures include estimates of the overall composite density, the volume fraction of crystalline material, and the size of the crystallites. The volume fraction was determined through the use of transmission electron microscopy, and crystallite diameter was obtained through Scherrer analysis of X-ray diffraction measurements obtained using a PANalytical X’Pert Pro MPD diffractometer with Cu Kα1 radiation [3].

3.2.3 NEUTRON SCATTERING
The neutron scattering experiments were carried out at the Nanoscale-Ordered Materials Diffractometer (NOMAD) at the Spallation Neutron Source at Oak Ridge National Laboratory [54]. Three samples (~150 mg each) were measured in 3 mm quartz capillaries at room temperature for a total of 2 hours. The measurements were performed in an argon atmosphere to reduce scattering from the air. In order to
obtain the structure factor $S(Q)$, the background was subtracted and the data was normalized by the scattering from the solid vanadium rod. The experimental PDFs were obtained by a Fourier transform of $S(Q)$ using $Q_{\text{MAX}} = 30 \text{ Å}^{-1}$ for all samples.

3.2.4 SIMULATION

The structural model for the crystallites was the same as that used for simulation of isolated nanocrystallites (spherical particles containing 3 to 9 layers of graphene) [58], in which spherical particles of fixed radius were extracted from bulk graphite. The placement of these crystallites within a periodic simulation volume was performed using a genetic algorithm designed to maximize the distance between crystallites. The orientation of each crystallite was randomly chosen, and the placement of crystallites did not fall into a regular lattice of close-packed structure. This algorithm was a three-dimensional extension of those used in digital half-toning to achieve an unordered two-dimensional arrangement of dots [59].

For volume fractions of crystalline material higher than the maximal random close packing of 64% [60], a Voronoi decomposition of the existing crystallite locations was performed using Zeo++ [61] to determine the largest empty sphere in the system, whereupon a crystallite was centered and then truncated to avoid overlap with other crystallites. This procedure was repeated until the desired volume fraction of crystalline material was attained. It is likely that the experimental materials contain a distribution of crystallite sizes and shapes – the distribution being a complex function of pyrolysis temperature; however, for modeling purposes all crystallites within each system were approximated as uniform, except where truncated as noted. The use of the experimentally determined mean crystallite size within the simulated counterparts combined with the fact that the experimental crystallite size distribution is narrow implies this uniformity is an approximation that should contribute little error to the qualitative characteristics of the resulting PDFs. The model for amorphous carbon consisted of random placement of graphene layers within the simulation volume in a fashion such that there were no overlapping carbon atoms. Where overlap existed between a placed sheet and crystallites and/or other sheets, atoms were removed from the newly placed sheet until there was no atomic overlap. This procedure provides an initial composite structure with uniform crystallites oriented randomly and arranged without long-range order, and an amorphous phase oriented randomly and composed of irregularly shaped graphene planes filling to a variable degree the volume between crystallites. These models were made to match experimental materials by (1) directly specifying the crystallite size, (2) adding crystallites until the specified crystalline volume fraction was met, and (3) adding amorphous material until the specified composite density was achieved.
The generated systems ranged from 70,000 to 550,000 C atoms. The simulation volumes were cubic in shape with sides ranging from 100 to 200 Å. These generated systems were then minimized and equilibrated using the molecular dynamics software LAMMPS [42]. The OPLS-AA potential was used [43]. The total interactions included bond stretching, angle bending, bond torsion, and non-bonded interactions for atoms separated by three or more bonds. The non-bonded interactions were characterized using the Lennard-Jones potential. The parameters for this potential, along with those for the stretching and bending modes, were taken from the work of Tsai and Tu [25] on graphite. The torsion potential was taken from the work of Fileti, Dalpian [44] on graphene.

The composite systems were equilibrated in the canonical (NVT) ensemble for 2 ns using the r-RESPA algorithm developed by Tuckerman, Martyna [46] to integrate the equations of motion. A resolution of 2 fs was used for the non-bonded interactions along with a resolution of 0.2 fs for the bonded interactions. The Lennard-Jones cut-off distance was 12 Å. The simulation temperature was 298 K. This temperature was regulated using a Nosé-Hoover thermostat [57, 62, 63].

The pair distribution functions for the equilibrated structures were obtained by time-averaging the instantaneous pair distribution functions for the last 2 ps of simulation time. The simulated PDFs are obtained through direct summing of pairs; consequently there is no Fourier transforming of the data and therefore no introduction of numerical artifacts due to that data processing step [64].

3.3 RESULTS AND DISCUSSION

In order to develop a relationship between the experimentally measurable properties and the pair distribution functions, a set of composite systems was generated that varied each of three properties—nanocrystallite radius, crystalline volume fraction, and composite density—independently. Experimentally, these three properties are correlated and cannot be independently manipulated. Three of the fifteen simulated models are intended to correspond to experimentally synthesized materials. The purpose of the other twelve models is to isolate the effect of each parameter on the PDF. The fifteen composite systems are described in Table 3.1.
Table 3.1. The upper limit of the volume fraction varied, since it is not possible to simultaneously obtain a specified low composite density and high crystalline volume fraction. An asterisk denotes experimentally synthesized materials.

<table>
<thead>
<tr>
<th>Crystallite Radius (Å)</th>
<th>Composite Density (g/cm$^3$)</th>
<th>Crystalline Volume Fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r = 5$</td>
<td>$\rho = 1.94$</td>
<td>$\Phi_c = 0.1, 0.5, 0.9^*$</td>
</tr>
<tr>
<td>$r = 7$</td>
<td>$\rho = 1.94$</td>
<td>$\Phi_c = 0.1, 0.5, 0.9$</td>
</tr>
<tr>
<td>$r = 7$</td>
<td>$\rho = 1.51$</td>
<td>$\Phi_c = 0.1, 0.5^*, 0.75$</td>
</tr>
<tr>
<td>$r = 7$</td>
<td>$\rho = 1.38$</td>
<td>$\Phi_c = 0.1, 0.5, 0.7$</td>
</tr>
<tr>
<td>$r = 17$</td>
<td>$\rho = 1.38$</td>
<td>$\Phi_c = 0.1^*, 0.5, 0.6$</td>
</tr>
</tbody>
</table>
3.3.1 Direct Measurement of d-spacing

With regard to the behavior of the PDF in the region that contains the d-spacing, a clear relation between the nature of the curve in this region and the d-spacing width must be understood. This d-spacing distance was directly calculated for the crystals within the equilibrated composite systems using the same procedure as McNutt, Wang [58]. Only crystals that remained intact through the process of equilibration were considered for this measurement. In our simulations, 50% to 95% of the crystals of layers remained localized, as can be confirmed in Figure 3.1, where similarities in the initial and equilibrated structures can be visually observed, indicating little relaxation. The determination of a given pair of planes remaining adjacent was performed by examining the distribution of d-spacings and including only those pairs that fell within the central Gaussian-like peak (not shown).

The importance of the d-spacing measurements is to characterize not the exact values of d-spacing, but rather the trends in d-spacing changes as parameters vary so that the same trends can be understood for the experimental composites. Two geometric measures of d-spacing between adjacent planes in a crystallite were considered: breathing distance and center-of-mass (COM) distance, as previously used [58]. The COM distance is defined to be the length of the vector from the center of mass of one plane to the center of mass of the other plane (this vector is referred to as the COM vector). The projection of each plane’s normal vector onto the COM vector is calculated, and of these two projected vectors, the one with minimum length is defined as the breathing distance. It is noted that the COM distance includes both breathing and any lateral sliding between planes and always gives a greater absolute value than the breathing distance. The results of these measurements are summarized in Table 3.2. By having multiple configurations of composite systems for each isolated parameter change, any correlated effects between parameters can also be determined.

As we examine PDFs for signs of d-spacing, Table 3.2 will be referenced in each of the following three subsections, exploring the impact of crystallite radius, composite density, and crystalline volume fraction. Here we point out the changes in d-spacing from direct (geometrical) measurement. First, when crystallite size and composite density are held constant, an increase in crystalline volume fraction corresponds to a decrease in COM d-spacing (9 out of 10 comparisons in Table 3.2) and almost no effect on breathing distance. Thus, an increase in crystalline volume fraction not surprisingly restricts lateral motion of the planes within a crystallite.
Figure 3.1. Molecular representation of three composite systems before equilibration (top row) and after (bottom row): (a) & (d) \( r = 5 \, \text{Å}, \rho = 1.94 \, \text{g/cm}^3, \Phi_c = 0.9 \); (b) & (e) \( r = 7 \, \text{Å}, \rho = 1.51 \, \text{g/cm}^3, \Phi_c = 0.5 \); (c) & (f) \( r = 17 \, \text{Å}, \rho = 1.38 \, \text{g/cm}^3, \Phi_c = 0.1 \).
Table 3.2. Effect of changing one property of a composite material on d-spacing (two types: breathing distance and center-of-mass distance).

<table>
<thead>
<tr>
<th>Constant</th>
<th>Changed prop.</th>
<th>Changed values</th>
<th>Breathing distance (Å)</th>
<th>COM distance (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho = 1.38, \Phi_c = 0.1$</td>
<td></td>
<td>7 → 17</td>
<td>3.41 → 3.38</td>
<td>5.09 → 4.18</td>
</tr>
<tr>
<td>$\rho = 1.38, \Phi_c = 0.5$</td>
<td></td>
<td>7 → 17</td>
<td>3.40 → 3.39</td>
<td>4.12 → 4.03</td>
</tr>
<tr>
<td>$\rho = 1.94, \Phi_c = 0.1$</td>
<td>Radius (Å)</td>
<td>5 → 7</td>
<td>2.90 → 2.97</td>
<td>3.77 → 3.70</td>
</tr>
<tr>
<td>$\rho = 1.94, \Phi_c = 0.5$</td>
<td></td>
<td>5 → 7</td>
<td>2.89 → 2.94</td>
<td>3.61 → 3.55</td>
</tr>
<tr>
<td>$\rho = 1.94, \Phi_c = 0.9$</td>
<td></td>
<td>5 → 7</td>
<td>2.90 → 2.94</td>
<td>3.55 → 3.63</td>
</tr>
<tr>
<td>$r = 7, \Phi_c = 0.1$</td>
<td>Density (g/cm$^3$)</td>
<td>1.38 → 1.51 → 1.94</td>
<td>3.41 → 3.34 → 2.97</td>
<td>5.09 → 5.03 → 3.70</td>
</tr>
<tr>
<td>$r = 7, \Phi_c = 0.5$</td>
<td></td>
<td>1.38 → 1.51 → 1.94</td>
<td>3.40 → 3.31 → 2.94</td>
<td>4.12 → 4.20 → 3.55</td>
</tr>
<tr>
<td>$r = 5, \rho = 1.94$</td>
<td>Volume fraction</td>
<td>0.1 → 0.5 → 0.9</td>
<td>2.90 → 2.89 → 2.90</td>
<td>3.77 → 3.61 → 3.55</td>
</tr>
<tr>
<td>$r = 7, \rho = 1.38$</td>
<td></td>
<td>0.1 → 0.5 → 0.7</td>
<td>3.41 → 3.40 → 3.45</td>
<td>5.09 → 4.12 → 3.90</td>
</tr>
<tr>
<td>$r = 7, \rho = 1.51$</td>
<td></td>
<td>0.1 → 0.5 → 0.75</td>
<td>3.34 → 3.31 → 3.36</td>
<td>5.03 → 4.20 → 4.08</td>
</tr>
<tr>
<td>$r = 7, \rho = 1.94$</td>
<td></td>
<td>0.1 → 0.5 → 0.9</td>
<td>2.97 → 2.94 → 2.94</td>
<td>3.70 → 3.55 → 3.63</td>
</tr>
<tr>
<td>$r = 17, \rho = 1.38$</td>
<td></td>
<td>0.1 → 0.5 → 0.6</td>
<td>3.38 → 3.39 → 3.39</td>
<td>4.18 → 4.03 → 3.89</td>
</tr>
</tbody>
</table>
Second, when crystallite size and crystalline volume fraction are held constant, an increase in composite density corresponds to a decrease in both the breathing and COM d-spacing (7 of 8 cases). As the density increases, the mobility of planes within a crystallite in both normal and lateral directions is restricted.

Third, when composite density and crystalline volume fraction are held constant, an increase in crystallite size corresponds to more complex behavior in d-spacing, with a correlation between crystallite size and both composite density and crystalline volume fraction. From an analysis of simulated, isolated nanocrystallites (in vacuum) [58], we expect d-spacing to decrease with increasing crystallite size, based on entropic arguments. As shown in Table 3.2, when the total density and crystalline volume fraction are held constant and crystallite radius is varied, this intuitive trend between size and d-spacing is observed in four of the five cases for the COM distance but only two of the five cases for the breathing distance. It is apparent that the effect of crystallite radius on the change in d-spacing is more complicated in the composite than in the isolated crystallites. At low density ($\rho = 1.38$ g/cm$^3$) – a situation closest to the isolated crystallite – both the breathing distance and the COM distance decrease, corresponding to the results from the isolated crystallites. However, at high density ($\rho = 1.94$ g/cm$^3$) and low to intermediate crystalline volume fractions ($\Phi_c = 0.1$ & 0.5), when the crystallite size increases, the breathing distance increases (representing more compaction in the smaller crystallites) while the COM distance decreases (representing more lateral sliding in the smaller crystallites). Finally, at high density and high crystalline volume fraction ($\Phi_c = 0.9$), when the crystallite size increases, both the breathing and COM distance increase (representing more compaction and less sliding in the smaller crystallites). This last observation alone is most likely an artifact of the necessary addition of “truncated” crystallites to the systems with high crystalline volume fractions (see the “methods” section). As these high density systems exhibit significant internal pressure, truncated crystallites with smaller or non-circular planes will more easily compact together than larger ones. These are the only two systems that exhibit this anomalous d-spacing trend, and they are also the only two systems that contain truncated crystallites.

3.3.2 Pair Distribution Functions

Two forms of the pair distribution functions, $g(r)$ and $G(r)$ are presented. The first is the PDF itself, $g(r)$, which is calculated in the simulation as the ensemble average of the ratio of the local density distribution, $\rho(r)$, to the average bulk density, $\rho$ [64],

$$
g(r) = \frac{\rho(r)}{\rho} = \frac{1}{\rho} \frac{1}{N} \left( \sum_i \sum_{j \neq i} \delta(r - r_{ij}) \right)
$$
This form of the PDF emphasizes the local structure of amorphous materials and liquids at low \( r \). It is also the Fourier transform of the structure factor \( S(Q) \), a function experimentally obtained from neutron scattering. The second common form of the PDF, \( G(r) \), sometimes called the density-density correlation function (DDCF) \([56, 65]\), is defined as

\[
G(r) \equiv (g(r) - 1) r^2
\]

The DDCF is better suited for the crystalline materials and nanoparticles with medium- and long-range order. Since in our samples we have a combination of amorphous and crystalline counterparts, we will present both functions for ease of visualization.

Because the information describing the simulated composite systems is available at the atomic level, the PDFs for these systems can be decomposed into component functions that sum to the total PDF. This permits a deeper understanding of the origin of specific traits of the PDFs. These component functions are described in Table 3.3.

The attributes of the PDFs that are of particular interest for the composite systems include: 1) the magnitude of intraplanar peaks, 2) the distance to which these intraplanar peaks extend, 3) the behavior of the PDF in the \( d \)-spacing region (\( \sim 3 - 4 \) Å), and 4) the unique long-range order in these composite systems which is manifest in the form of oscillations in the PDF.

In Figure 3.2, we present a simulated PDF in three formats for one of the materials (\( r = 7 \text{ Å}, \rho = 1.51 \text{ g/cm}^3 \), and \( \Phi_c = 0.5 \)). In Figure 3.2(a), a plot of \( g(r) \) is shown, in which the short-range features of the PDF are most clearly visible. In Figure 3.2(b), a decomposition of \( g(r) \) is shown, in which the contributions to the total PDF are evident. In Figure 3.2(c), a plot of \( G(r) \) is shown, in which the long-range features (up to 50 Å) are most clearly visible. Several observations are immediately apparent from Figure 3.2. From the decomposition, it is clear that the sharp peaks that appear in the PDF arise from two contributions: (i) intraplanar interactions within a layer of a nanocrystallite and (ii) an amorphous-amorphous (A-A) component, which includes both intraplanar and interplanar interactions. The peak at 1.42 Å corresponds to the C-C bond distance, the peak at 2.45 Å to carbon atoms separated by two bonds, and the peak at 2.83 Å to carbon atoms separated by three bonds. Note that there is no peak at 2.30 Å – the distance corresponding to the diagonal of a 5-membered carbon ring. This peak is absent in both the experimental data and our simulated data, indicating the systems do not contain 5-membered rings.
Table 3.3. Description of component functions for pair distribution functions.

<table>
<thead>
<tr>
<th>Component Function Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total = A-A + A-C + C-C</td>
<td>Total pair distribution function</td>
</tr>
<tr>
<td>A-A</td>
<td>Only amorphous-amorphous (A-A) pairs of carbon atoms</td>
</tr>
<tr>
<td>A-C</td>
<td>Only amorphous-crystalline (A-C) pairs of carbon atoms</td>
</tr>
<tr>
<td>C-C = Inter-C + Inter-P + Intra-P</td>
<td>Only crystalline-crystalline (C-C) pairs of carbon atoms</td>
</tr>
<tr>
<td>Inter-crystallite (Inter-C)</td>
<td>Pairs of carbon atoms between different crystallites</td>
</tr>
<tr>
<td>Inter-plane (Inter-P)</td>
<td>Pairs of carbon atoms within the same crystallite but different planes</td>
</tr>
<tr>
<td>Intra-plane (Intra-P)</td>
<td>Pairs of carbon atoms within the same crystallite and the same plane</td>
</tr>
</tbody>
</table>
Figure 3.2. Simulated PDFs ($r = 7 \text{ Å}, \rho = 1.51 \text{ g/cm}^3, \Phi_c = 0.5$) in three formats: (a) $g(r)$ to reveal short-range features, (b) decomposition of $g(r)$ into component functions, (c) $G(r)$ to reveal long-range features.
The component of the PDF due to interplanar interactions within a single nanocrystallite should directly capture d-spacing. At low temperature in a well-ordered crystallite (such as was captured in our initial configurations in Figure 3.1(a), (b) and (c)), these peaks are well-defined. The peaks at 3.40 Å and 3.68 Å in Figure 3.3(a) correspond to C atoms in adjacent layers in nanocrystallites at 0 K. In the equilibrated structure at room temperature, as shown in Figure 3.3(b), the interplanar peaks have broadened and appear in the total PDF as a contribution to the baseline. (In the materials with a crystallite radius of 7 Å as shown in Figure 3.2, there are only three layers and thus only two broad intracrystallite, interplanar peaks, with the second one barely visible to the eye in Figure 3.2(b) at 7.0 Å.) The analysis of the equilibrated structure at room temperature rather than at lower temperatures is performed because the batteries (nominally) operate at room temperature, and thus the development of the structure/property relationship between d-spacing width and lithium ion intercalation should be understood at these temperatures.

The intercrystallite and amorphous-crystalline (A-C) components of the PDF shown in Figure 3.2(b) monotonically increase with distance, showing plateaus. The structure of these components reflects the distribution of crystallites and the morphology of the amorphous domain. These components represent interfacial boundaries and, as a unique aspect of the composite carbon material, are not present in the PDF of bulk graphite. In Figure 3.2(c), G(r) reveals features at longer distances that are hardly visible in g(r). The origin of these oscillations and the meaning of their frequency and amplitude are discussed below. Having provided an overview of the information content present in these PDFs, we now examine the effect of crystallite radius, composite density and crystalline volume fraction individually.

3.3.2.1 Effect of crystallite radius on the pair distribution functions

In Figure 3.4, simulated PDFs with their decompositions are shown for two materials with the same composite density (ρ = 1.38 g/cm³) and volume fraction (Φc = 0.5) and different crystallite radii (r = 7 Å and 17 Å). Effects in the d-spacing region (~3-4 Å) can most easily be observed between the third and fourth peak in the PDF. This region includes the initial rise of the intracrystallite interplanar component, which captures d-spacing. Very subtle differences in the d-spacing are observed in the total PDF. Direct extraction of the d-spacing from visual inspection of this region in the total spectra is difficult. This is not altogether surprising since the effects of crystallite radius on d-spacing seen in Table 3.2 are fairly small – the difference in breathing distance as a function of crystallite radius is on the order of fractions of an Angstrom.
Figure 3.3. Simulated PDFs ($r = 17$ Å, $\rho = 1.38$ g/cm$^3$, $\Phi_c = 0.5$) showing the d-spacing region for the initial composite system (a) and the equilibrated composite system (b).
Figure 3.4. Simulated PDFs with decomposition for two materials with common density and crystalline volume fraction. ($\rho = 1.38 \text{ g/cm}^3$, $\Phi_c = 0.5$). (a) smaller crystallites ($r = 7 \text{ Å}$) and (b) larger crystallites ($r = 17 \text{ Å}$).
Moreover, there are significant changes in the amorphous-crystalline component and, to a lesser extent, the intercrystallite component in this same range. It is worth noting that the intracristallite interplanar component shows additional peaks for the composite with larger crystallites, indicating separations for layers separated by integer numbers of planes.

The magnitude of the intraplanar peaks and the distance to which they extend is a feature in the PDF that has been correlated to particle size through an “envelope function” [66]. One can naively apply this approach to these composite materials. As shown in Figure 3.5, the magnitudes of the peaks are larger and extend farther out for the larger nanocrystallites, when the composite density and crystalline volume fraction are held constant. However, in the real materials, a change in pyrolysis temperature results in a change in all three parameters – crystallite size, composite density and crystalline volume fraction. Additionally, we have already noted that the observed peaks have two contributions, those due to intraplanar pairs in the crystalline and amorphous domains. Therefore, this simple rule may fail in the analysis of real materials. This effect is discussed in greater detail in the section on changes in the PDF due to crystalline volume fraction.

There is discussion in the literature regarding the interpretation of oscillations in long-range data. Below the characteristic nanoparticle domain size, $\xi$, there are sharp peaks due to intramolecular structure, while beyond $\xi$ there are only broad intermolecular features, or crystallite-crystallite correlations [67].

In the simulations there are no equipment effects or artifacts, or sample inhomogeneity. Moreover, in the simulation, the PDFs are measured directly; thus there are no artifacts due to any numerical Fourier transform procedure. Thus, every feature in the PDF, including long-range oscillations, can only arise due to the structure. Additionally, these long-range oscillations cannot arise due to spurious effects of the finite size of the simulation volumes. The simulations were cubic in shape with sides ranging from 100 to 200 Å. The PDF is evaluated only to 50 Å, which is always smaller than the half the box length, thus avoiding any artificial features due to periodic boundary conditions.

In Figure 3.6 we observe that there is a correlated effect involving both crystallite radius and the crystalline volume fraction on the long-range oscillations. At low crystalline volume fractions, there are no long-range oscillations. However, as the crystalline volume fractions increase, two forms of long-range oscillation appear.
Figure 3.5. Simulated DDCFs for two materials with common density and crystalline volume fraction ($\rho = 1.38 \text{ g/cm}^3$, $\Phi_c = 0.5$) and varying crystallite size.
Figure 3.6. Simulated DDCFs for materials with common density ($\rho = 1.38 \text{ g/cm}^3$) at two crystallite radii and three crystalline volume fractions: (a) low $\Phi_c = 0.1$, (b) medium $\Phi_c = 0.5$, (c) high $\Phi_c = 0.7/0.6$. 
There is a high frequency (wavelength of nominally 3 Å) mode and a low frequency (wavelength of nominally 20 Å) mode that emerge. For the systems studied herein, the high frequency mode is observed in the large crystallite material at intermediate crystalline volume fraction and in both materials at high crystalline volume fraction. The low frequency mode is only observed in the material with large crystallites. To understand the origin of these oscillations, the decomposition of $G(r)$ was performed for the highest crystalline volume fraction systems corresponding to $r = 7$ Å and $r = 17$ Å in Figure 3.7. From the plot, it is seen that long-range oscillations are primarily due to intercrystallite pairs of carbon atoms. In the material with larger crystallites, this intercrystallite component is responsible for both the high and low frequency modes. It is important to note that these long-range oscillations appear only in model systems containing both large crystalline domains and intermediate to high volume fractions of crystalline material. As none of our experimental systems possess this combination of parameters, these unique features of the simulated PDFs are unavailable for experimental comparison.

### 3.3.2.2 Effect of density on the pair distribution function

From Table 3.2, it is evident that composite density has by far the greatest effect of any of the experimental properties on d-spacing. Higher density systems have much smaller d-spacings, measured as either breathing or COM distances. This observation is corroborated in Figure 3.8, where it is seen that as composite density increases, the broad peak of the d-spacing curve shifts toward smaller distances. At the same time, it increases in magnitude. In this case, the increase in magnitude is primarily due to the amorphous-amorphous component of the PDF as revealed in the decomposition (not shown), which is reasonable given that the means by which the composite density increases when crystalline volume fraction is held constant is through the addition of amorphous components.

The effect of density on the intraplanar peaks is also seen in $g(r)$ in Figure 3.8 and in $G(r)$ in Figure 3.9. The magnitude of these peaks decreases with increasing density. However, the distance to which these peaks reach remains about the same. Because the crystalline volume fraction is low in Figure 3.9 ($r = 7$ Å, $\Phi_c = 0.1$), we do not observe any low or high frequency long-range oscillations. This is consistent with Figure 3.6, where the difference in scales on the y-axis is noted.
Figure 3.7. Simulated DDCFs with decomposition for two materials with common density and high crystalline volume fraction ($\rho = 1.38 \text{ g/cm}^3$, $\Phi_c = 0.7/0.6$). (a) smaller crystallites ($r = 7 \text{ Å}$) and (b) larger crystallites ($r = 17 \text{ Å}$).
Figure 3.8. Simulated short-range PDFs for materials with common crystallite size and crystalline volume fraction ($r = 7 \, \text{Å}$, $\Phi_c = 0.1$) and varying density.

Figure 3.9. Simulated long-range DDCFs for materials with common crystallite size and crystalline volume fraction ($r = 7 \, \text{Å}$, $\Phi_c = 0.1$) and varying density.
3.3.2.3 Comparison of simulated and experimental pair distribution functions

In this section, the experimental and simulated PDFs are compared. In Figure 3.10(a), three simulated PDFs are plotted, corresponding to the three models constructed according to the experimentally determined combinations of crystallite size, composite density and crystalline volume fraction resulting from three different pyrolysis temperatures. The scaled experimental PDF is plotted in Figure 3.10(b).

From comparison of Figure 3.10(a) with Figure 3.10(b), it is seen that all peaks present in the experimental spectra are reproduced in the simulated spectra. This is also evident in Table 3.4. Small (0.02 Å) discrepancies in these peak locations are likely within the level of uncertainty associated with the interaction potential for bond stretching. The relative magnitudes of the peaks with respect to pyrolysis temperature are reproduced in the simulated spectra. Namely, the magnitudes of the peaks increase with increasing pyrolysis temperature.

The absolute magnitudes of the peaks are not the same in the simulated and experimental PDFs. The simulation is performed at the same temperature as the experiment (298 K), eliminating temperature as a source of the discrepancy. Presumably, the interaction potentials used in the simulation are slightly too stiff, resulting in sharper peaks. At the same time, experimental PDF peaks are broadened due to the instrument resolution, correlated atomic motion, finite QMAX used in the Fourier transform and the size distribution of nanocrystallites [68-71]. These effects were omitted in the simulations. Comparing peak heights, however, is not the best measure of comparison. It is preferable to compare the integral of the peaks to understand the number of neighbors in each shell. Since the first peak corresponds to the C-C bond distance, the integral should be 3 in bulk graphite. In these composite materials, the integral will be less than 3, since there are C atoms at the edges of the nanocrystallites and at the edges of amorphous planes that are only bound to 2 other C atoms. Numerical integration of the first peak in the simulated materials yields an average number of C neighbors of 2.45, 2.57, and 2.79 for the materials with crystallite radii of 5 Å, 7 Å and 17 Å respectively. That the average number of bonds decreases with decreasing crystallite size is to be expected since surface area to volume ratio of the crystallite increases and thus the number of C atoms at the edges increases.

In Figure 3.10(b) the experimental data is scaled by a constant so that the integrals of the first peak match those of simulation. The scaling only serves to enhance the agreement between simulation and experiment as it accentuates the differences in peak heights between the three materials.
Figure 3.10. (a) Plots of simulated composite systems and (b) the corresponding experimental systems scaled such that the first peak integral equals that of simulation.
Table 3.4. Listing of first peak positions in experimental and simulated PDFs.

<table>
<thead>
<tr>
<th>Radius</th>
<th>1st peak</th>
<th>2nd peak</th>
<th>3rd peak</th>
<th>4th peak</th>
<th>5th peak</th>
</tr>
</thead>
<tbody>
<tr>
<td>r = 5 Å</td>
<td>Exp. 1.41 Å</td>
<td>2.45 Å</td>
<td>2.84 Å</td>
<td>3.75 Å</td>
<td>4.25 Å</td>
</tr>
<tr>
<td>Sim.</td>
<td>1.41 Å</td>
<td>2.44 Å</td>
<td>2.82 Å</td>
<td>3.72 Å</td>
<td>4.23 Å</td>
</tr>
<tr>
<td>r = 7 Å</td>
<td>Exp. 1.41 Å</td>
<td>2.45 Å</td>
<td>2.84 Å</td>
<td>3.75 Å</td>
<td>4.25 Å</td>
</tr>
<tr>
<td>Sim.</td>
<td>1.43 Å</td>
<td>2.47 Å</td>
<td>2.85 Å</td>
<td>3.77 Å</td>
<td>4.28 Å</td>
</tr>
<tr>
<td>r = 17 Å</td>
<td>Exp. 1.41 Å</td>
<td>2.45 Å</td>
<td>2.84 Å</td>
<td>3.75 Å</td>
<td>4.24 Å</td>
</tr>
<tr>
<td>Sim.</td>
<td>1.43 Å</td>
<td>2.47 Å</td>
<td>2.85 Å</td>
<td>3.77 Å</td>
<td>4.28 Å</td>
</tr>
</tbody>
</table>
This close comparison is further confirmation that the model structures correspond well to the experimental materials.

The portion of the experimental PDFs that corresponds to d-spacing, the segment between the third and fourth peak, is also reproduced by the simulated PDFs. A lower pyrolysis temperature raises the curve and shifts it to the left. One difference between experimental and simulated PDFs is that the experimental curves have small features in this region. As there should be no features for an all-carbon system, the split must either be due to contamination ripples from Fourier transform of the experimental data (as also evident in the region 1.42 Å – 2.45 Å) or minor contamination within the experimental samples.

In Figure 3.11, the comparison of $G(r)$ for simulated and experimental spectra are shown. The earlier analysis of the simulated PDFs indicated that the combination of larger crystallite size and high crystalline volume fraction gave rise to the most prominent signatures of mesoscale structure. The experimentally synthesized structures do not possess this combination. Instead, the material with a large crystallite size (17 Å) has a low crystalline volume fraction (0.1) and the material with a high crystalline volume fraction (0.9) has a small crystallite size (5 Å). Consequently, the absence of long-range order in $G(r)$ is well predicted by the simulated spectra.

### 3.3.2.4 Effect of crystalline volume fraction on the pair distribution function

We examine the effect of crystalline volume fraction on the pair distribution function, beginning with a focus on the d-spacing region. The crystalline volume fractions used in our simulated models were obtained as visual approximations of volume fraction from electron microscopy. Much as with the experimental d-spacing measurements, the goal here is not to reproduce the exact experimental values via simulation, but to understand the PDF trends as the volume fraction changes. Thus the three percentages chosen for our models represent three distinct systems for which changes in this property can be clearly understood. From Table 3.2, the volume fraction of crystalline material within the composite systems has little effect on crystallite breathing distance but an inverse relation with COM distance. This implies that having more crystallites within a system restricts the sliding modes of the planes within adjacent crystallites. In Figure 3.12, simulated short-range PDFs for materials with common crystallite size and composite density ($r = 17$ Å, $\rho = 1.38$ g/cm$^3$) and varying crystalline volume fraction are plotted. It is seen that the location of the curve in the d-spacing region does not change; however, the magnitude (particularly at the right edge of the curve) increases.
Figure 3.11. Plots of $G(r)$ for (a) simulated composite systems, and (b) the corresponding experimental systems (QMAX = 30 Å$^{-1}$) scaled such that the first peak integral equals that of simulation.
Figure 3.12. Simulated short-range PDFs for materials with common crystallite size and composite density ($r = 17 \text{ Å}, \rho = 1.38 \text{ g/cm}^3$) and varying crystalline volume fraction.
This suggests that breathing distance measurements better correspond to the location of the d-spacing curve while COM distances have an inverse relationship with the magnitude of the right edge of the curve. From an analysis of the decomposition of the PDFs (not shown), the origin of the change in height of the PDF in this range is due to the increase of the intracrystallite interplanar component with increasing crystalline volume fraction.

From Figure 3.12, it is also possible to observe that there is little effect on intraplanar peak magnitude as a function of crystalline volume fraction. However, the distance to which these peaks extend decreases as volume fraction increases, which is more readily apparent when plotted as $G(r)$ in Figure 3.13. The explanation for this effect lies in the fact that as the crystalline volume fraction decreases, the amorphous volume fraction \( (1 - \Phi_c) \) increases. The amorphous component also contains intraplanar interactions. The peaks extend at low crystalline volume fraction because the sheets in the amorphous domain are larger in that material. Again, this complicates the use of an envelope function to extract nanocrystallite size from these PDFs. From Figure 3.12, it is also seen that increasing crystalline volume fraction leads again to both low and high frequency oscillations in the long-range order of the material.

### 3.4 Conclusions

Novel anodes for use in lithium-ion batteries have been produced from the pyrolysis of low-cost lignin materials. These anodes consist of carbon composites with nanoscale structure in the form of nanocrystalline domains dispersed throughout an amorphous carbon matrix. The neutron spectra of these materials have been obtained, and the understanding of these spectra has been realized through the generation of a suite of simulated composite systems that replicate the measurable properties of the experimental systems (summary in Table 3.5).

The correct reproduction of the experimental neutron spectra from the simulated systems confirms the accuracy of the model and allows its use in relating unique characteristics of the pair distribution functions to structural properties of the system. In particular, a correspondence between a region of the experimental pair distribution functions and the d-spacing within crystalline domains has been identified, potentially enabling the prediction of microstructural features in composite systems. This information provides insight useful in the design of advanced energy storage materials and manufacturing methods.
Figure 3.13. The long-range effect of crystalline volume fraction on the DDCF of a representative material ($\rho = 1.38 \text{ g/cm}^3$, $r = 17 \text{ Å}$).
Table 3.5. Summary of effects of different properties on the PDFs.

<table>
<thead>
<tr>
<th></th>
<th>Peak magnitude</th>
<th>Peak extent</th>
<th>D-spacing region (~3-4 Å)</th>
<th>Long-range order</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increasing crystallite radius</td>
<td>Increases</td>
<td>No effect for low ( \Phi_c )</td>
<td>No visible effect</td>
<td>Amplifies oscillations due to changing ( \Phi_c )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Increases for high ( \Phi_c )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increasing composite density</td>
<td>Decreases</td>
<td>No observed effect</td>
<td>Increases and left-shifts peak</td>
<td>No observed effect</td>
</tr>
<tr>
<td>Increased crystalline volume fraction</td>
<td>No significant effect</td>
<td>Governed by amorphous phase</td>
<td>Increases in magnitude but no peak shift</td>
<td>Gives rise to both high frequency (~3 Å) and low frequency (~20 Å) oscillations</td>
</tr>
</tbody>
</table>
Therefore, it is important to develop computational tools for analysis, potentially without reliance on computationally-intensive molecular dynamics simulations, that allow for an estimation of the decomposition based on structural factors such as composite density, crystallite size, and crystalline volume fraction. Extraction of d-spacing for example from the decomposition is then straight-forward.

Finally, as d-spacing has a direct influence on both the storage and rate of diffusion of lithium ions within the composite anodes, this capability will allow the understanding of lithium-ion diffusion within charged and uncharged lithiated composites from the pair distribution function alone.
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4 Interfacial Li-ion Localization in Hierarchical Carbon Anodes
This chapter is a slightly revised version of a paper to be submitted by Nicholas McNutt, Orlando Rios, and David Keffer:

N. W. McNutt, O. Rios, and V. Maroulas, D. J. Keffer, “Interfacial Li-ion Localization in Hierarchical Carbon Anodes”, to be submitted.

The use of “we” in this part refers to the co-authors and the author of this dissertation. My primary contributions to this paper include (1) development of the problem into a work relevant to the study of Li-ion localization in uncharged and charged lignin-derived carbon composites, (2) experiments conducted at the NOMAD beam line at the Spallation Neutron Source at Oak Ridge National Laboratory, (3) implementation of the simulation methodology, (4) all of the simulation work and analysis, and (5) almost all of the writing.

4.1 INTRODUCTION

Low-cost, high-quality lithium batteries are a desirable product in a market that is moving towards cleaner, less expensive, and more efficient energy. The development of these batteries occurs with a trade-off between cost and effectiveness. High-performance batteries are often accompanied by a difficult manufacturing process or a steep financial penalty [1]. On the other hand, batteries developed from low-cost materials are produced at a charge capacity, cycling capability, or safety penalty [1]. Recently however, materials derived from abundant, low-cost lignin sources show promise in achieving a good balance in both financial and performance aspects. Novel processes for the development of this raw material using advanced carbon fiber technologies at Oak Ridge National Laboratory (ORNL) yield superior anode materials in the form of all-carbon composites composed of nanoscale crystalline domains dispersed within an amorphous matrix [3]. Carbon-carbon composite materials have advantages including high reversible capacity, low irreversible capacity loss, high cycle life due to strong mechanical integrity, and enhanced safety because of a lack of substrate dissolution during overcharge [2].

Herein, we report the discovery of a novel mechanism of Li-ion storage, one in which Li$^+$ is not intercalated between layers of carbon, but rather localized at the interface of crystalline carbon domains. This implies that the charge capacity of these types of hierarchical materials is at least partially proportional to the surface area of the phase boundary. While many studies have been performed to understand the nature
of lithium storage in carbon anodes, most research has focused on homogeneous or non-hierarchical materials (e.g. graphite). For those materials, it has been experimentally determined that Li\textsuperscript+ intercalates between adjacent graphitic planes.

For disordered carbon anodes, a significant amount of research was performed on these materials in the mid-1990s in order to elucidate the mechanism of Li-ion storage. Dahn et al. proposed three distinct mechanisms responsible for ion localization: 1) Li-ion intercalation occurs between layers of graphitic carbon, but not between layers that exhibits high turbostratic disorder 2) the maximum amount of lithium that can be inserted is proportional to the atomic ratio of hydrogen to carbon, suggesting that “lithium binds somehow in the vicinity of the H atoms” and 3) in materials that are predominantly composed of loose layers of graphene, lithium appears to adsorb onto both sides of the carbon sheets [72]. Zheng, Liu [73] find a “striking correlation” between the H/C ratio and Li-ion capacity and conjecture that the phenomenon is due to binding of Li in the vicinity of hydrogen atoms. They note that this high charge capacity comes with a penalty, as the anode voltage profiles exhibit a large hysteresis. In a subsequent study, they show that lithium must overcome an energy barrier before it can localize near edge-terminating hydrogens. They hypothesize that reducing this energy barrier is paramount to decreasing the hysteresis penalty.

Approaching the topic computationally, Papanek, Radosavljevic [74] perform semiempirical simulations and reveal that the correlation between ion capacity and the H/C ratio is partially attributed to Li binding at H-terminated edges of hexagonal carbon fragments. They note that the local environment resembles that of C\textsubscript{2}H\textsubscript{2}Li\textsubscript{2}. Rothlisberger and Klein [75] find a similar C\textsubscript{2}H\textsubscript{2}Li\textsubscript{2} geometry in ab initio molecular dynamics simulations.

4.2 METHODS

For our hierarchical carbon anodes, a large atomistic model (75,795 C, 32,353 H and 5,012 Li) is necessary in order to correctly capture all of the experimentally observed nanoscale structural features, including the presence of phase boundaries. In a previous study of these unique materials, we developed such a model and used molecular dynamics (MD) simulations to understand the structural properties of the uncharged (unlithiated) anode. The OPLS-AA forcefield [43] was chosen for the MD simulation in order to allow structural relaxation over a long period of time. We found that the structural characteristics of the
equilibrated model closely matched the features revealed experimentally via neutron scattering, thus validating our model and choice of potential [76].

For this work, a computational method that accurately accounts for the chemical reactivity of Li$^+$ is necessary. As it is not currently feasible to use quantum chemical techniques to study such large systems, we instead utilize ReaxFF, a reactive MD forcefield that addresses both the size of the simulation and the chemical reactivity of lithium [77-79]. The specific ReaxFF potential chosen was developed on the basis of density functional theory (DFT) calculations and is designed to account for chemical interactions between lithium, carbon, and hydrogen [80, 81]. This potential has been successfully used to understand the fracture mechanisms of lithiated graphene [82].

Our anode model is composed of small domains of crystalline carbon interspersed throughout an enveloping matrix of amorphous carbon. The crystalline carbon consists of nanocrystallites 7 Å in radius, and the density of the overall composite is 1.51 g/cm$^3$. In order to guide the initial placement of lithium ions in the system, we intercalated the ions between the layers of the carbon nanocrystallites. Raju et al. showed that when lithium atoms are placed outside of isolated stacks of carbon layers, the atoms tend to migrate into the spaces between the layers [80]. In addition to carbon and lithium, the composite contains hydrogen atoms that run along the edges of the carbon sheets that constitute the crystalline and amorphous domains.

The computational model was equilibrated in the canonical (NVT) ensemble using the Nosé-Hoover thermostat [57, 62]. The duration of the equilibration was 224 ps, and the timestep was 0.25 fs. LAMMPS [42] was used to perform the simulation. For this work, “equilibration” is defined as the point in which all energy contributions to the total system energy have significantly leveled off. All properties are computed as time-averages across a flat energy profile.

We investigated two concentrations of Li$: a high ion loading at 147.8 mAh g$^{-1}$, and a lower ion loading at 19.8 mAh g$^{-1}$. The high loading value was selected as the maximum charge capacity for this particular anode material [3] (with the assumption that each unit of positive electric charge e$^+$ corresponds to exactly one Li$^+$), and the low loading value was selected as the value that would intercalate one Li$^+$ between two planes of a crystallite, given that all crystallites are occupied.

Because the redistribution processes of Li$^+$ may occur on timescales greater than that accessible to atomistic simulation (milliseconds or greater), we investigated two initial conditions for each
concentration of Li\(^+\), one in which all Li\(^+\) are initially intercalated within planes of the graphitic nanoparticles and the other in which all ions are placed in the amorphous domain.

4.3 RESULTS

A snapshot of the system upon reaching a flat energy profile is shown in Figure 4.1. From the snapshot, it is immediately clear that Li-ions do not remain strictly localized within the carbon nanocrystallites. In order to determine the extent of Li-ion migration out of the carbon nanocrystallites, a smaller (yet compositionally identical) system containing just one nanocrystallite embedded within an amorphous carbon matrix was created and simulated for a duration of 2 ns. The results from this simulation (shown in Figure 4.2) highlight the egress of Li-ions from the interior vacancies of the nanocrystallite to the interfacial boundary separating the crystalline and amorphous carbon domains.

Within carbon anodes, an irreversible capacity loss occurs when Li-ions bind too strongly to the encompassing environment; the high adsorption energy leads to effectively infinite adsorbate stay times. Conversely, a failure to store charge occurs when Li-ions bind too loosely, resulting in low charge capacity. In order to understand the mobility of the ions in the carbon composite, we study the localization of Li-ions as a function of their energy and the local environment.

The distribution of Li-ion energies is shown in Figure 4.3. For equivalent levels of ion loading, the distributions of binding energies differ somewhat with initial condition, indicating that true Li-ion equilibration occurs on a much longer time scale than MD simulation allows. However, the crystalline distribution tended toward the amorphous distribution, while the amorphous distribution tended to stay the same, indicating that a complete long-time equilibration would have the final distribution lie in between the two initial distributions, but very close to the short-time equilibrated amorphous distribution. The data from these distributions reveals several insights. First, conventionally, an adsorption energy of ~10 kcal/mol is considered the threshold between physisorption and chemisorption [83-85]. It is clear from Figure 4.3 that both chemisorption and physisorption occur within the hierarchical carbon anode. Second, a high charge density is necessary to push Li-ions into the realm of chemisorption. This can be stated in an alternative way. In physisorption, deep binding sites are occupied first and weak sites later, resulting in a binding energy that weakens with an increase in loading.
Figure 4.1. The hierarchical carbon anode model after equilibration. Atoms are colored by type: amorphous carbon is blue, crystalline carbon is green, hydrogen atoms are white, and lithium ions are yellow. This simulation corresponds to a loading of 147.8 mAh g$^{-1}$ and an initial condition in which all atoms were initially intercalated within the crystalline domain.
Figure 4.2. A small composite system with Li-ions intercalated in the crystalline domain (a) pre-equilibration and (b) post-equilibration. For clarity, the amorphous carbon matrix and hydrogen atoms surrounding the carbon nanocrystallite are rendered invisible.
Figure 4.3. Probability density functions of the distribution of Li-ion binding energies in the equilibrated large composite anode system for (a) high amorphous loading, (b) high crystalline loading, (c) low amorphous loading, and (d) low crystalline loading.
Here, the opposite trend is observed. The average binding at high loading is stronger than at low loading because strong binding sites are created only with the additional loading of Li\(^+\). This suggests a cooperative aggregation of Li\(^+\). Such a phenomenon can be confirmed through an examination of pair distributions functions.

The pair distribution functions (PDFs) for Li-L, Li-H, and Li-C pairs are shown in Figure 4.4 for a selection of Li-ion energy ranges for a loading of 147.8 mAh g\(^{-1}\) and an initial condition in which all atoms were initially localized within the amorphous domain. For the Li-Li PDF (Figure 4.4(a)), the highest density peak occurs when Li-ions are strongly bound (chemisorbed). This trend reverses for the Li-C PDF (Figure 4.4(c)), as the highest peak occurs when Li-ions are weakly bound (physisorbed). The most interesting observation is in the Li-H PDF (Figure 4.4(b)), however, as the highest density peak occurs at a moderate energy level at the boundary of the chemisorption/physisorption transition (~12 kcal/mol). This suggests that specific types of Li-H pairs exist for particular Li-ion energies. Furthermore, because the Li-H peaks are much narrower than the Li-Li and Li-C peaks, this implies that the distances between Li-H atom pairs fall within a tight range.

In order to gain a deeper insight into the nature of Li-ion localization, it is important to understand not just the radial component of the environment surrounding a given ion, but the angular components as well. To this end, an original technique has been developed to extract 3D structural motifs from atomic position data. The local atomic environments surrounding each Li-ion are sorted into one of three groups on the basis of the ion’s binding energy. We then note that the central atom’s energy is invariant to certain transformations of its local environment. These transformations include rotations, inversions, and permutations of atoms of the same type. In order to isolate the symmetry-invariant information contained within the environment, the atomic configurations within each group are rotated and reflected in such a way as to globally maximize their overlap. The results of this process are shown in Figure 4.5.

In Figure 4.5, we present three-dimensional density distributions of atoms around a central Li atom for: (a) strong binding energies (-20.86 to -14.04) kcal/mol, (b) moderate binding energies (-11.04 to -10.71) kcal/mol, and (c) weak binding energies (-8.20 to -1.08) kcal/mol. It is apparent from Figure 4.5(a) that the most structured environment is the one surrounding the most strongly bound Li-ions. The neighboring hydrogen atoms are localized into tight regions of space, and the neighboring Li-ions are located shortly beyond the hydrogens. The Li ions are arranged at the corners of a cube. The H atoms are arranged at the faces of a cube.
Figure 4.4. PDFs for (a) Li-Li, (b) Li-H, and (c) Li-C pairs of atoms.
Figure 4.5. 3D density distributions of Li (green) and H (white) for (a) strong Li-ion binding energies, (b) moderate Li-ion binding energies, and (c) weak Li-ion binding energies. Each distribution is centered around a Li ion, which is not shown.
Note that a stoichiometry of a Li-H complex cannot be directly extracted from these images since the density contours of the two species are different. (One can think of the white clouds corresponding to H as having a lower occupancy than the green clouds describing the Li$^+$ distribution). This cube represent an archetypal structure averaged over all strongly bound Li$^+$. No single local environment observed in the simulation corresponds to this reference. On the contrary, manifestations in the simulation can be considered highly defective perturbations of this structure. The defects are due to (1) the disordered nature of the carbon composite and (2) thermal energy.

From Figure 4.5(b) and Figure 4.5(c) it is seen that as the Li-ions become more weakly bound, two changes occur. First, the clouds expand in size, corresponding to the local environment becoming more disordered. Second, the neighboring Li-ions are found at a greater distance from the central ion. This further validates the idea that strong binding is a result of a cooperative Li and H effect.

Lastly, we look at the relationship between charge and binding energy. Figure 4.6 reveals a tight correlation between the two properties. Chemisorbed Li-ions tend to share their charge with neighboring atoms, whereas physisorbed ions tend to retain more of their +1 ionization. Interestingly, in this material the average charge of Li$^+$ in the anode is found to be 0.28 e$^+$, indicating a state of partial charge transfer between the atom and the formal Li$^{1+}$ ion.

In Figure 4.7, the carbon-carbon PDF from the simulation at the high concentration with initial positions in the amorphous domain is compared to experimental neutron scattering data for a lignin carbon composite [3, 76] in both the uncharged and lithiated states. From this plot, it is evident that the experimental PDF for the lignin-based anode closely resembles the PDF of our computational model. The change upon lithiation in the carbon composite material is negligible, an indication of the lack of atomic level restructuring of the anode during the charging process, resulting in the high cyclability of these materials. This lack of restructuring also contrasts with the restructuring that occurs in graphite during the charging process [86]. The X-ray diffraction peak for Li-intercalated graphite reveals a significant change in the interlayer spacing between planes of carbon. This provides experimental evidence for a mechanism of ion storage in our materials that differs from that of conventional graphitic anodes.
Figure 4.6. Li-ion partial charge as a function of ion energy.
Figure 4.7. Comparison of the carbon (C-C) PDFs for (a) the uncharged materials and (b) the lithiated materials.
4.4 CONCLUSIONS

By inspecting the data in a variety of ways, a clear trend emerges for the nature of Li-ion localization in these hierarchical carbon materials. Most notably — and counter to the nature of ion storage in graphitic carbons — Li-ions do not intercalate between the layers of \( r = 7 \) Å carbon nanocrystallites. The most energetically favorable positions for Li-ion storage are located near the hydrogen atoms located at the interface between the crystalline and amorphous domains of carbon. Because hydrogen content scales with interface size, Li-ion storage capacity (and thus charge capacity) is proportional to the surface area of the interfacial boundary. This suggests that a material with small crystallites, a high volume fraction of crystalline material, and a high total density should correspond to a high capacity anode material. As the experimental carbon anode pyrolyzed at 1000 °C has exactly these properties, this suggests that future anode developments should focus on emphasizing these structural traits.

The binding energies of lithium are highly variable, ranging from chemisorption to physisorption. This heterogeneity in binding energy can be partially captured in the PDFs, which show \( \text{Li}^+ \) aggregation for strongly bound \( \text{Li}^+ \). For these composites, we have identified archetypal structures that correspond to the atomic density distributions of Li and H. Observed deviations from this structure reflect structural and thermal disorder.
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5 Li-ion Localization and Energetics as a Function of Anode Structure
This chapter is a slightly revised version of a paper under preparation by Nicholas McNutt, Marshall McDonnell, Orlando Rios, and David Keffer:

N. W. McNutt, M. McDonnell, O. Rios, and D. J. Keffer, “Li-ion Localization and Energetics as a Function of Anode Structure”, to be submitted.

The use of “we” in this part refers to the co-authors and the author of this dissertation. My primary contributions to this paper include (1) the selection and development of the problem into a work relevant to the study of the effect of carbon anode structure on Li-ion localization, (2) the implementation of the simulation methodology, (3) all of the simulation work and analysis, and (4) all of the writing.

5.1 INTRODUCTION

Low-cost, high-quality lithium batteries are a desirable product in a market that is moving towards cleaner, less expensive, and more efficient energy. The development of these batteries occurs with a trade-off between cost and effectiveness. High-performance batteries are often accompanied by a difficult manufacturing process or a steep financial penalty [1]. On the other hand, batteries developed from low-cost materials are produced at a charge capacity, cycling capability, or safety penalty [1]. Recently however, materials derived from abundant, low-cost lignin sources show promise in achieving a good balance in both financial and performance aspects. Novel processes for the development of this raw material using advanced carbon fiber technologies at Oak Ridge National Laboratory (ORNL) yield superior anode materials in the form of all-carbon composites composed of nanoscale crystalline domains dispersed within an amorphous matrix [3]. Carbon-carbon composite materials have advantages including high reversible capacity, low irreversible capacity loss, high cycle life due to strong mechanical integrity, and enhanced safety because of a lack of substrate dissolution during overcharge [2].

On the molecular scale, lignin is a complex mix of branched polyaromatic macromolecules containing a large fraction of aromatic rings resulting in a high char yield (over 40 wt. %) after pyrolysis [4, 5]. A key step in the manufacturing process is the pyrolyzation and subsequent thermal annealing of lignin fiber. The resulting structural properties of the composite materials are an incompletely understood function of the specific pyrolysis temperature and thermal history.
In this work, we used neutron diffraction on three lignin-derived carbon samples to obtain experimental pair distribution functions (PDFs) to compare with our lithiated/unlithiated simulation results. In contrast to X-rays, neutrons are more sensitive to the light elements, and neutron time-of-flight diffraction enables higher resolution PDFs because of the broader Q-range accessible [54]. In experimental PDFs, peak position, height, and width are attributed to the inter-atomic distance, coordination number, and thermal motion of atoms.

Although such qualitative information can be directly observed in the experimental PDF, a fundamental understanding of the local structure on an atomic level requires advanced analytical methods to extract quantitative structural information [55-57]. It is therefore necessary to develop a predictive model that reproduces the experimental PDF.

In this work, an atomistic, computational model is developed through the use of molecular dynamics (MD). This procedure simulates the atomic interactions among the crystalline and amorphous domains of the composite systems and reveals both nanoscale and mesoscale phenomena. The properties of interest in these carbon composite systems are those that cannot be easily obtained through experiment, but whose understanding will lead to the development of better anode materials. These properties include the d-spacing between carbon layers (graphene) within the nanocrystallites, the nature of how these nanocrystallites distribute and deform with the amorphous carbon matrix, and the nature of lithium ion energetics and localization within this anode material. The first two properties are addressed in a previous article [76], which focuses exclusively on uncharged anode materials. The last property two properties are addressed herein.

5.2 METHODS

5.2.1 SYNTHESIS

The carbon materials with nanoscale structure were synthesized from solvent extracted hardwood lignin. Lignin is a highly cross-linked polyphenolic polymer without repeating units that yields 40 to 60 wt % char after pyrolysis [4, 5]. Conversion of lignin into nanoscale graphitic material consists of oxidative stabilization to 250 °C in flowing air followed by pyrolysis under inert atmospheres. The scale of the crystalline domains is a result of systematically varying the annealing temperatures (1000, 1500, and 2000 °C).
**5.2.2 Structural Characterization**

The experimentally obtainable parameters describing these three carbon structures include estimates of the overall composite density, the volume fraction of crystalline material, and the size of the crystallites. The volume fraction was determined through the use of transmission electron microscopy, and crystallite diameter was obtained through Scherrer analysis of X-ray diffraction measurements obtained using a PANalytical X’Pert Pro MPD diffractometer with Cu Kα1 radiation [3].

**5.2.3 Neutron Scattering**

The neutron scattering experiments were carried out at the Nanoscale-Ordered Materials Diffractometer (NOMAD) at the Spallation Neutron Source at Oak Ridge National Laboratory [54]. Three samples (~150 mg each) were measured in 3 mm quartz capillaries at room temperature for a total of 2 hours. The measurements were performed in an argon atmosphere to reduce scattering from the air. In order to obtain the structure factor \( S(Q) \), the background was subtracted and the data was normalized by the scattering from the solid vanadium rod. The experimental PDFs were obtained by a Fourier transform of \( S(Q) \) using \( Q_{\text{MAX}} = 30 \, \text{ Å}^{-1} \) for all samples.

**5.2.4 Simulation**

The fifteen computational models studied in this work are the same atomistic systems studied previously [76]. These systems are shown in Figure 5.1. For the three experimental systems, the only parameter that can be directly controlled is the lignin pyrolysis temperature; however, the systems that result from pyrolysis have three measurable properties: crystallite size, volume fraction of crystalline material, and total composite density. Using the computational models, these properties can be varied independently in order to isolate their effect on the structure of the material and to determine their effect on the energetics and localization of Li-ions.

For our previous work, the OPLS-AA forcefield [43] was used to investigate the structural properties of the uncharged composites [76] and the crystallites contained within them [58]. For this work, however, an accurate simulation requires taking into consideration the chemical reactivity of Li-ions. To this end, we utilize the ReaxFF forcefield [77-79], parameterized for systems containing C/H/Li atoms [80]. This forcefield has been successfully used to understand the fracturing mechanism behind lithiated graphene [82].
Figure 5.1. The model composite systems with properties specified. Crystalline carbon is gray; amorphous carbon is blue; hydrogen is white. The model systems that correspond to the experimental systems are labeled on the basis of pyrolysis temperature: (a) 1000 °C, (b) 1500 °C, and (c) 2000 °C.
The uncharged model systems were first equilibrated in the canonical (NVT) ensemble at 298 K using the Nosé-Hoover thermostat [57, 62, 63]. For this work, “equilibration” is defined as the point in which all energy contributions to the total system energy have significantly leveled off. All properties are computed as time-averages across a flat energy profile. The simulations were conducted in LAMMPS [42] using the ReaxFF forcefield, and with a timestep of 0.25 fs.

Once the uncharged systems reached equilibration, lithium ions were added to each composite to induce a charged state. For slurry-coated electrodes, Tenhaeff, Rios [3] show that the lignin-derived composites have average specific charge capacities (over the first 70 cycles) of 349.8 mAh g\(^{-1}\), 147.8 mAh g\(^{-1}\), and 126.1 mAh g\(^{-1}\) for the composites pyrolyzed at 1000 °C, 1500 °C, and 2000 °C, respectively. We assume that one unit of positive electric charge \((e^+)\) in the experimental systems corresponds to exactly one \(\text{Li}^+\) in the model systems. Because our previous results indicate that it is energetically unfavorable for \(\text{Li-}\)ions to intercalate within the crystalline domain [87], we place the \(\text{Li-}\)ions into the amorphous domain using a random placement strategy that avoids placing ions too close to existing atoms/ions.

Simulating one model system for every unique combination of experimental properties would result in too many systems for meaningful analysis, so we selected eleven charged systems that allow us to understand the effect of changing one property in isolation. These systems are shown in Table 5.1.

Table 5.1. Collections of systems with one property changed.

<table>
<thead>
<tr>
<th>Constant</th>
<th>Changed prop.</th>
<th>Changed values</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rho = 1.94, \Phi_c = 0.5, q = 147.8)</td>
<td>Radius (Å)</td>
<td>5 (\rightarrow) 7</td>
</tr>
<tr>
<td>(r = 7, \Phi_c = 0.5, q = 147.8)</td>
<td>Density (g/cm(^3))</td>
<td>1.38 (\rightarrow) 1.51 (\rightarrow) 1.94</td>
</tr>
<tr>
<td>(r = 7, \rho = 1.51, q = 147.8)</td>
<td>Volume fraction</td>
<td>0.1 (\rightarrow) 0.5 (\rightarrow) 0.75</td>
</tr>
<tr>
<td>(r = 7, \rho = 1.38, \Phi_c = 0.5)</td>
<td>Charge (mAh/g)</td>
<td>126.1 (\rightarrow) 147.8 (\rightarrow) 349.8</td>
</tr>
</tbody>
</table>
5.3 RESULTS

Snapshots of the three charged model systems that correspond to the experimental systems are shown in Figure 5.2.

5.3.1 PAIR DISTRIBUTION FUNCTIONS

The pair distribution function, \( g(r) \), is presented in this work. The PDF is calculated in simulation as the ensemble average of the local density distribution to the average bulk density [64]. The PDF emphasizes the local structure at low \( r \).

5.3.1.1 Effect of lithiation on carbon structure

The PDFs of the experimental systems in the uncharged and charged states are shown in Figure 5.3. The PDFs of the simulated models corresponding to the experimental systems are shown in Figure 5.4. The presence of waviness in the PDFs of the experimental systems below 1 Å is caused by noise. Both the experimental and simulated systems change very little after lithiation. The good correspondence between simulation and experiment for the uncharged systems was determined previously [76]. Figure 5.4 demonstrates that this correspondence holds even for the charged systems.

Similar to the procedure performed in [76], we decompose the total PDF of a representative system into component PDFs that sum to reproduce the original function. This concept is expounded upon in [88] to develop a mathematical theory describing the way that small-scale structural features combine to result in the overall PDF. Abbreviations for these component functions are given in Table 5.2.

From the plot in Figure 5.5, it is evident that very little structural change occurs as a result of lithiation. However, the simulation duration was at too small of a time scale to rule out the possibility of long term structural deformation, one that occurs at a time far beyond the point in which a flat energy profile is attained. A close-up view of these component PDF functions is shown in Figure 5.6. Even at this small length-scale, it is apparent that very little changes structurally, however, the C-C component does show a slight decrease in the height of its first peak, indicating that the nanocrystallites within the composite system tend to fall apart a bit more in the presence of Li-ions.
Figure 5.2. Snapshots of the three model systems that correspond to the three experimental systems after lithiation and equilibration: (a) $r = 5\, \text{Å}$, $\rho = 1.94\, \text{g/cm}^3$, $\Phi_c = 0.9$, and $q = 126.1\, \text{mAh g}^{-1}$; (b) $r = 7\, \text{Å}$, $\rho = 1.51\, \text{g/cm}^3$, $\Phi_c = 0.5$, and $q = 147.8\, \text{mAh g}^{-1}$; (c) $r = 17\, \text{Å}$, $\rho = 1.38\, \text{g/cm}^3$, $\Phi_c = 0.1$, and $q = 349.8\, \text{mAh g}^{-1}$. Amorphous carbon is blue, crystalline carbon is gray, and Li-ions are yellow.
Figure 5.3. Experimentally obtained PDFs of (a) the uncharged systems and (b) the charged systems for three temperatures each.
Figure 5.4. PDFs of the simulated models corresponding to the experimental systems in (a) the uncharged state and (b) the charged state.
Table 5.2. Description of component functions for pair distribution functions.

<table>
<thead>
<tr>
<th>Component Function Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total = A-A + A-C + C-C</td>
<td>Total pair distribution function</td>
</tr>
<tr>
<td>A-C</td>
<td>Only amorphous-crystalline (A-C) pairs of carbon atoms</td>
</tr>
<tr>
<td>A-A = Inter-A + intra-A</td>
<td>Only amorphous-amorphous (A-A) pairs of carbon atoms</td>
</tr>
<tr>
<td>A-A Intraplane</td>
<td>Pairs of amorphous atoms within the same amorphous fragment</td>
</tr>
<tr>
<td>A-A Interplane</td>
<td>Pairs of amorphous atoms between different amorphous fragments</td>
</tr>
<tr>
<td>C-C = Inter-C + Inter-P + Intra-P</td>
<td>Only crystalline-crystalline (C-C) pairs of carbon atoms</td>
</tr>
<tr>
<td>Intra-plane (Intra-P)</td>
<td>Pairs of carbon atoms within the same crystallite and the same plane</td>
</tr>
<tr>
<td>Inter-plane (Inter-P)</td>
<td>Pairs of carbon atoms within the same crystallite but different planes</td>
</tr>
<tr>
<td>Inter-crystallite (Inter-C)</td>
<td>Pairs of carbon atoms between different crystallites</td>
</tr>
</tbody>
</table>
Figure 5.5. Carbon PDF decompositions of a representative uncharged system (a) and the charged system (b). The composite parameters are $r = 7 \text{ Å}$, $\rho = 1.51 \text{ g/cm}^3$, $\Phi_c = 0.5$, and $q = 147.8 \text{ mAh g}^{-1}$. 
Figure 5.6. A close up view of the inter-carbon PDF component functions in Figure 5.5 of (a) the uncharged composite and (b) the charged composite.
In order to better understand the effect of lithiation on the structure of the experimental systems, three-dimensional density distributions of the local atomic environment surrounding each Li-ion are created for different Li-ion energy levels and plotted for each experimental pyrolysis temperature. For a pyrolysis temperature of 1000 °C, Figure 5.7 shows the localization of nearby lithium (green) and hydrogen (white) for strong (-20.86 to -14.04 kcal/mol), medium (-11.03 to -10.71 kcal/mol), and weak (-8.20 to 3.46 kcal/mol) Li-ion binding energies.

From the plot, it is clear that stronger binding energies correspond to more tightly localized hydrogen atoms. For weak binding energies (Figure 5.7(c)), the hydrogen loses its positional symmetry and tends to clump to one side. This allows the neighboring lithium ions (that were beginning to localize further away for medium binding energies) to return closer to the central Li-ion.

For a pyrolysis temperature of 1500 °C, Figure 5.8 reveals that strong binding energies continue to correlate with precise hydrogen localization. The surrounding Li-ions have a very clear structural symmetry in Figure 5.8(a), but they begin to lose this localization as the Li-ion binding energies become weaker.

For a pyrolysis temperature of 2000 °C, Figure 5.9 shows that hydrogen is not as tightly localized as for the previous two systems. Because this system has a low total density and contains crystallites on the order of r = 17 Å, hydrogen is less available than in the systems with higher densities and smaller crystallites.

The neighboring crystalline carbon (colored blue and denoted “C”) and amorphous carbon (colored yellow and denoted “A”) distributions are shown for pyrolysis temperatures of 1000 °C, 1500 °C, and 2000 °C in Figure 5.10, Figure 5.11, and Figure 5.12, respectively. Similar to hydrogen, the surrounding carbon tends to localize most precisely for the strongest Li-ion binding energies.

5.3.1.2 Effect of density

The effect of density on Li-ion localization is presented in Figure 5.13. From these plots, it is clear that Li-ions are more tightly localized in the low density systems (corresponding to the height of the blue and red peaks in Figure 5.13(a) and (b)). The Li-H plot in Figure 5.13(c), further corroborates this, as it is evident that peak height increases with decreasing composite density. This suggests that a lower density of atoms around the Li-ions permits them to fall into more highly localized energy wells.
Figure 5.7. For the model of the 1000 °C experimental system, the 3D density distributions of Li (green) and H (white) for (a) strong Li-ion binding energies, (b) moderate Li-ion binding energies, and (c) weak Li-ion binding energies. Each distribution is centered around a Li ion, which is not shown.

Figure 5.8. For the model of the 1500 °C experimental system, the 3D density distributions of Li (green) and H (white) for (a) strong Li-ion binding energies, (b) moderate Li-ion binding energies, and (c) weak Li-ion binding energies. Each distribution is centered around a Li ion, which is not shown.

Figure 5.9. For the model of the 2000 °C experimental system, the 3D density distributions of Li (green) and H (white) for (a) strong Li-ion binding energies, (b) moderate Li-ion binding energies, and (c) weak Li-ion binding energies. Each distribution is centered around a Li ion, which is not shown.
Figure 5.10. For the model of the 1000 °C experimental system, the 3D density distribution of Li (green), H (white), crystalline C (blue), and amorphous C (yellow) for (a) strong Li-ion binding energies, (b) moderate Li-ion binding energies, and (c) weak Li-ion binding energies.

Figure 5.11. For the model of the 1500 °C experimental system, the 3D density distribution of Li (green), H (white), crystalline C (blue), and amorphous C (yellow) for (a) strong Li-ion binding energies, (b) moderate Li-ion binding energies, and (c) weak Li-ion binding energies.

Figure 5.12. For the model of the 2000 °C experimental system, the 3D density distribution of Li (green), H (white), crystalline C (blue), and amorphous C (yellow) for (a) strong Li-ion binding energies, (b) moderate Li-ion binding energies, and (c) weak Li-ion binding energies.
Figure 5.13. PDFs for (a) Li-C, (b) Li-A, (c) Li-H, and (d) Li-Li. Density varies across the three systems, while crystallite radius ($r = 7 \text{ Å}$), crystalline volume fraction ($\Phi_c = 0.5$), and charge ($q = 147.8 \text{ mAh g}^{-1}$) are held constant.
The local atomic environments for systems with increasing composite density are shown in Figure 5.14 and Figure 5.15. From Figure 5.14, it is evident that neighboring Li-ions tend to localize in a clean pattern about the surrounding hydrogen atoms for systems with low density. As the density increases, the Li-ions tend to distance themselves from the central Li-ion, and adopt a more asymmetrical configuration.

5.3.1.3 Effect of crystallite radius

The effect of crystallite radius on Li-ion localization is shown in Figure 5.16 and Figure 5.17. From Figure 5.16, a change in crystallite radius from 5 Å to 7 Å seems to have little effect on Li-ion localization, indicating that these crystallite sizes are too similar. In Figure 5.17, the crystallite radius is changed from 7 Å to 17 Å, and a rather large difference between the PDFs of the two systems is evident in all but the Li-H PDF.

From Figure 5.17(b), it is evident that a significantly larger crystallite radius brings the first Li-C and Li-A peaks closer and lowers their magnitude. From Figure 5.17(d), the Li-Li peak changes significantly, with a low crystallite radius corresponding to a barely perceptible first peak, and a high crystallite radius corresponding to a well-defined peak at around 3.2 Å.

The local atomic environments shown in Figure 5.18 and Figure 5.19 show strong symmetry in the hydrogen localization. As crystallite radius becomes larger, it is clear that the nearest Li-ion neighbors move closer to the central ion.

5.3.1.4 Effect of crystalline volume fraction

The volume fraction of crystallite carbon in a material exhibits a more pronounced effect on ion localization than crystallite radius. Figure 5.20(a) indicates that highly amorphous carbon has more highly localized ions than crystalline material. For both the Li-C and Li-A pair distribution functions, a higher primary peak occurs when the volume fraction of crystalline material is low. The Li-H PDFs, however, show little difference, indicating that the Li-H bond is not significantly influenced by the type of carbon present in the system. The Li-Li peaks differ significantly, with the low crystalline volume fraction corresponding to a close but very broad peak. The medium volume fraction exhibits a sharper first peak, but one that is further away, and the high crystalline volume fraction exhibits a higher peak at the same location as the medium volume fraction.
Figure 5.14. 3D density distributions for composite densities of (a) $\rho = 1.38 \text{ g/cm}^3$, (b) $\rho = 1.51 \text{ g/cm}^3$, and (c) $\rho = 1.94 \text{ g/cm}^3$. Crystallite radius ($r = 7 \text{ Å}$), crystalline volume fraction ($\Phi_c = 0.5$), and charge ($q = 147.8 \text{ mAh} \text{ g}^{-1}$) are held constant. Li ions are green and H atoms are white. Each distribution is centered around a Li ion, which is not shown.

Figure 5.15. 3D density distributions for composite densities of (a) $\rho = 1.38 \text{ g/cm}^3$, (b) $\rho = 1.51 \text{ g/cm}^3$, and (c) $\rho = 1.94 \text{ g/cm}^3$. Crystallite radius ($r = 7 \text{ Å}$), crystalline volume fraction ($\Phi_c = 0.5$), and charge ($q = 147.8 \text{ mAh} \text{ g}^{-1}$) are held constant. Li ions are green, H atoms are white, C atoms are blue, and A atoms are yellow. Each distribution is centered around a Li ion, which is not shown.
Figure 5.16. PDFs for (a) Li-C, (b) Li-A, (c) Li-H, and (d) Li-Li. Crystallite radius varies across the two systems, while density ($\rho = 1.94 \text{ g/cm}^3$), crystalline volume fraction ($\Phi_c = 0.5$), and charge ($q = 147.8 \text{ mAh g}^{-1}$) are held constant.
Figure 5.17. PDFs for (a) Li-C, (b) Li-A, (c) Li-H, and (d) Li-Li. Crystallite radius varies across the two systems, while density ($\rho = 1.38 \text{ g/cm}^3$), crystalline volume fraction ($\Phi_c = 0.5$), and charge ($q = 147.8 \text{ mAh g}^{-1}$) are held constant.
Figure 5.18. 3D density distributions for crystallite radii of (a) $r = 7$ Å and (b) $r = 17$ Å. Composite density ($\rho = 1.38\ \text{g/cm}^3$), crystalline volume fraction ($\Phi_c = 0.5$), and charge ($q = 147.8\ \text{mAh g}^{-1}$) are held constant. Li ions are green and H atoms are white. Each distribution is centered around a Li ion, which is not shown.

Figure 5.19. 3D density distributions for crystallite radii of (a) $r = 7$ Å and (b) $r = 17$ Å. Composite density ($\rho = 1.38\ \text{g/cm}^3$), crystalline volume fraction ($\Phi_c = 0.5$), and charge ($q = 147.8\ \text{mAh g}^{-1}$) are held constant. Li ions are green, H atoms are white, C atoms are blue, and A atoms are yellow. Each distribution is centered around a Li ion, which is not shown.
Figure 5.20. PDFs for (a) Li-C, (b) Li-A, (c) Li-H, and (d) Li-Li. Crystalline volume fraction varies across the three systems, while density ($\rho = 1.51 \text{ g/cm}^3$), crystallite radius ($r = 7 \text{ Å}$), and charge ($q = 147.8 \text{ mAh g}^{-1}$) are held constant.
From the local atomic environments in Figure 5.21 and Figure 5.22, it is evident that a lower crystalline volume fraction leads to greater symmetry in the hydrogen localization and a further localization of Li from the central Li-ion. As volume fraction increases, the hydrogen tends to distribute to one side of the central Li-ion, and the neighboring Li-ions fill the void on the opposite side.

5.3.1.5 Effect of specific charge capacity

While specific charge capacity is an unknown function (and thus an effect) of pyrolysis temperature, it is still useful to observe the relationship between structure and storage capacity. Figure 5.23 reveals that for higher charge capacities, the Li-C peaks become less sharp within the 2 – 4 Å region. This trend also occurs for the Li-A peaks, where for lower charge capacities there seem to “waves” that in the PDFs (blue and green curves), indicating that ion placement alternates between favorable and unfavorable locations as a function of distance from the surrounding carbon atoms. Interestingly, the Li-H PDF exhibits little change as a function of charge capacity. Previous research [74] suggests that the H/C ratio is directly correlated with ion storage capacity; however, Rothlisberger and Klein [75] posit that the environment surrounding the Li-H pair is more important. Figure 5.23(c) suggests that the H/C ratio is probably the more significant factor. Figure 5.23(d) highlights the fact that a higher specific charge capacity correlates with a closer, albeit broader, Li-Li first neighbor peak. It is also interesting to note that the second Li-Li peak occurs at roughly the same distance for all specific charge capacities.

The local atomic environments are shown in Figure 5.24 and Figure 5.25. A high level of structural symmetry is evident from these atomic density distributions, and it is seen that a higher specific charge capacity correlates with a closer packing of the neighboring Li-ions to the central Li-ion, as would be expected. The hydrogen distribution is symmetric and very similar for all specific charge capacities; however, the hydrogen distribution for the lowest charge capacity is not as symmetric as the higher specific charge capacities.

5.3.2 ENERGETICS AND CHARGE

In addition to understanding the localization of Li-ions, understanding the ion energetics provides valuable insight into these systems as well. The binding energy controls the difficulty with which Li-ions move and diffuse about the system. A lower (more negative) value means that it is likely that an ion may become trapped in a particular location.
Figure 5.21. 3D density distributions for crystalline volume fractions of (a) \( \Phi_c = 0.1 \), (b) \( \Phi_c = 0.5 \), and (c) \( \Phi_c = 0.75 \). Crystallite radius \( (r = 7 \, \text{Å}) \), composite density \( (\rho = 1.51 \, \text{g/cm}^3) \), and charge \( (q = 147.8 \, \text{mAh g}^{-1}) \) are held constant. Li ions are green and H atoms are white. Each distribution is centered around a Li ion, which is not shown.

Figure 5.22. 3D density distributions for crystalline volume fractions of (a) \( \Phi_c = 0.1 \), (b) \( \Phi_c = 0.5 \), and (c) \( \Phi_c = 0.75 \). Crystallite radius \( (r = 7 \, \text{Å}) \), composite density \( (\rho = 1.51 \, \text{g/cm}^3) \), and charge \( (q = 147.8 \, \text{mAh g}^{-1}) \) are held constant. Li ions are green, H atoms are white, C atoms are blue, and A atoms are yellow. Each distribution is centered around a Li ion, which is not shown.
Figure 5.23. PDFs for (a) Li-C, (b) Li-A, (c) Li-H, and (d) Li-Li. Specific charge capacity varies across the three systems, while density ($p = 1.51 \text{ g/cm}^3$), crystalline volume fraction ($\Phi_c = 0.5$), and crystallite radius ($r = 7 \text{ Å}$) are held constant.
Figure 5.24. 3D density distributions for specific charge capacities of (a) $q = 126.1 \text{ mAh/g}$, (b) $q = 147.8 \text{ mAh/g}$, and (c) $q = 349.8 \text{ mAh/g}$. Crystallite radius ($r = 7 \text{ Å}$), composite density ($\rho = 1.51 \text{ g/cm}^3$), and crystalline volume fraction ($\Phi_c = 0.5$) are held constant. Li ions are green and H atoms are white. Each distribution is centered around a Li ion, which is not shown.

Figure 5.25. 3D density distributions for specific charge capacities of (a) $q = 126.1 \text{ mAh/g}$, (b) $q = 147.8 \text{ mAh/g}$, and (c) $q = 349.8 \text{ mAh/g}$. Crystallite radius ($r = 7 \text{ Å}$), composite density ($\rho = 1.51 \text{ g/cm}^3$), and crystalline volume fraction ($\Phi_c = 0.5$) are held constant. Li ions are green, H atoms are white, C atoms are blue, and A atoms are yellow. Each distribution is centered around a Li ion, which is not shown.
5.3.2.1 Effect of density

The effect of density on the energetics and charge is shown in Figure 5.26. With all other factors held constant, Li-ions become more strongly bound as the density of the systems decreases. This implies that the composite materials pyrolyzed at 2000 °C hold on to the ions more strongly, perhaps to the point of inducing irreversible capacity loss in the first charge cycle. Figure 5.26(b) shows that the more strongly bound Li-ions have a lower partial charge, indicating a bond that is less ionic in character.

5.3.2.2 Effect of crystallite radius

It is apparent from Figure 5.27 that the effect of changing crystallite size from 5 to 7 Å appears to have little effect on either the binding energy or the charge of the Li-ions. However, Figure 5.28 reveals that a larger change in crystallite size has a significant effect on both the binding energy and charge distributions. From Figure 5.28, it is clear that a larger crystallite radius corresponds to a significantly stronger binding energy. This suggests that as the crystallites become more graphitic in nature, the Li-ions in the composite tend to exclusively favor chemisorption. The charge distribution is significantly lower as well, indicating that the Li in the r = 17 Å system are closer to an atomic state than an ionic one.

5.3.2.3 Effect of crystalline volume fraction

Much in the way that this property affected Li-ion localization, it also strongly affects the energy and charge distributions of the ions. Figure 5.29(a) shows that a lower crystalline volume fraction begets more tightly bound Li-ions (well into the domain of chemisorption), whereas a high crystalline volume fraction seems to split the ion distribution across the chemi-/physisorption boundary. This is compelling evidence that the Li-ions reach a “sticking point“, where they either become trapped in deep energy wells or remain relatively loosely bound. Figure 5.29 also exhibits a double peak in the charge distribution for the highly crystalline materials.

5.3.2.4 Effect of specific charge capacity

Again, it is prudent to examine the relationship between charge capacity and energy/charge distribution. From Figure 5.30, is seen that the anodes with overall lower charge capacities actually store most of their ions in the chemisorbed region of the energy spectrum. It is likely that this binding is chemical in nature, and thus irreversible. The charge distribution exhibits a similar trend.
Figure 5.26. The energy distribution (a) and charge distribution (b) of three systems. Density varies across the systems, while crystallite radius \((r = 7 \text{ Å})\), crystalline volume fraction \((\Phi_c = 0.5)\), and charge \((q = 147.8 \text{ mAh g}^{-1})\) are held constant.

Figure 5.27. The energy distribution (a) and charge distribution (b) of two systems. Crystallite radius varies across the two systems, while density \((\rho = 1.94 \text{ g/cm}^3)\), crystalline volume fraction \((\Phi_c = 0.5)\), and charge \((q = 147.8 \text{ mAh g}^{-1})\) are held constant.
Figure 5.28. The energy distribution (a) and charge distribution (b) of two systems. Crystallite radius varies across the two systems, while density ($\rho = 1.38 \text{ g/cm}^3$), crystalline volume fraction ($\Phi_c = 0.5$), and charge ($q = 147.8 \text{ mAh g}^{-1}$) are held constant.

Figure 5.29. The energy distribution (a) and charge distribution (b) of three systems. Crystalline volume fraction varies across the three systems, while density ($\rho = 1.51 \text{ g/cm}^3$), crystallite radius ($r = 7 \text{ Å}$), and charge ($q = 147.8 \text{ mAh g}^{-1}$) are held constant.
Figure 5.30. The energy distribution (a) and charge distribution (b) of three systems. Specific charge capacity varies across the three systems, while density ($\rho = 1.51 \text{ g/cm}^3$), crystalline volume fraction ($\Phi_c = 0.5$), and crystallite radius ($r = 7 \text{ Å}$) are held constant.
5.4 CONCLUSIONS

From this work, a few important things become clear. Most significantly, the volume fraction of crystalline material appears to have a high impact on both the localization and energetics of Li-ions. This would suggest that, with regard to designing high performance carbon anodes, the nature of the structure of the carbon is a primary factor in the performance of the battery. On the other hand, the size of the crystalline domains had little effect on energetics or localization, suggesting that this property has little bearing on anode performance, at least until the crystalline domains become very large. The overall density of the composite material seems to have a small, but not insignificant effect. Lower densities lead to more tightly localized regions in space that the ions tend to gravitate toward, and the lower densities are also associated with lower binding energies that further contribute to the effect of keeping the Li-ions “in-place”. Lastly, the nature between storage capacity and localization is such that lower capacities lead to increased localization, and these locations tend to be more energetically favorable.
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6 CONCLUSIONS
6.1 PER CHAPTER CONCLUSIONS

6.1.1 ENTROPY-DRIVEN STRUCTURE AND DYNAMICS IN CARBON NANOCRYSTALLITES

The thermodynamic, structural, and dynamic properties of carbon nanocrystallites have been studied through molecular dynamics simulations. The results show that the d-spacing increases with decreasing nanocrystallite size, in agreement with experimental observations from composite materials containing carbon nanocrystallites of different sizes. It is found that the increase in d-spacing is due to entropic effects. The binding energy between planes commensurately weakens with decreasing nanocrystallite size. The bonded potential energy (stretching, bending, and torsion) and in-plane nonbonded potential energy become less favorable with nanocrystallite size. The heat capacities of the nanocrystallites are in the range of 0.0057 to 0.0061 kcal/mole/K, significantly higher than bulk graphite. Three types of layer motion (breathing, sliding, and rocking angle) are observed for all three nanocrystallites at different temperatures. The Fourier transforms were conducted for all three types of motions and center of mass motion. The results show that there is a major frequency for sliding motion at 0.4 THz, which is close to the literature-reported value for graphite using the same potential. There are two major frequencies for breathing motion, with one at 1.45 THz and the other at 1.95 THz. These frequencies show little apparent variation with temperature over the range studied here. The study provides fundamental understanding of the physical properties of these layered carbon nanocrystallites. This work can aid in the understanding of Li-ion intercalation in composite anodes, which have shown strong dependence of ion capacity on crystallite size and a strong inverse relationship between electric charge capacity and crystalline d-spacing width.

6.1.2 STRUCTURAL ANALYSIS OF LIGNIN-DERIVED CARBON COMPOSITE ANODES

Novel anodes for use in lithium-ion batteries have been produced from the pyrolysis of low-cost lignin materials. These anodes consist of carbon composites with nanoscale structure in the form of nanocrystalline domains dispersed throughout an amorphous carbon matrix. The neutron spectra of these materials have been obtained, and the understanding of these spectra has been realized through the generation of a suite of simulated composite systems that replicate the measurable properties of the experimental systems.

The correct reproduction of the experimental neutron spectra from the simulated systems confirms the accuracy of the model and allows its use in relating unique characteristics of the pair distribution functions to structural properties of the system. In particular, a correspondence between a region of the
experimental pair distribution functions and the d-spacing within crystalline domains has been identified, potentially enabling the prediction of microstructural features in composite systems. This information provides insight useful in the design of advanced energy storage materials and manufacturing methods. Therefore, it is important to develop computational tools for analysis, potentially without reliance on computationally-intensive molecular dynamics simulations, that allow for an estimation of the decomposition based on structural factors such as composite density, crystallite size, and crystalline volume fraction. Extraction of d-spacing for example from the decomposition is then straight-forward.

Finally, as d-spacing has a direct influence on both the storage and rate of diffusion of lithium ions within the composite anodes, this capability will allow the understanding of lithium-ion diffusion within charged and uncharged lithiated composites from the pair distribution function alone.

6.1.3 Interfacial Li-ion Localization in Hierarchical Carbon Anodes

By inspecting the data in a variety of ways, a clear trend emerges for the nature of Li-ion localization in these hierarchical carbon materials. Most notably — and counter to the nature of ion storage in graphitic carbons — Li-ions do not intercalate between the layers of \( r = 7 \) Å carbon nanocrystallites. The most energetically favorable positions for Li-ion storage are located near the hydrogen atoms located at the interface between the crystalline and amorphous domains of carbon. Because hydrogen content scales with interface size, Li-ion storage capacity (and thus charge capacity) is proportional to the surface area of the interfacial boundary.

The binding energies of lithium are highly variable, ranging from chemisorption to physisorption. This heterogeneity in binding energy can be partially captured in the PDFs, which show Li\(^{+}\) aggregation for strongly bound Li\(^{+}\). For these composites, we have identified an archetypal structure of Li and H. Observed deviations from this structure reflect structural and thermal disorder.

6.1.4 Li-ion Localization and Energetics as a Function of Anode Structure

From this work, a few important things become clear. Most significantly, the volume fraction of crystalline material appears to have a high impact on both the localization and energetics of Li-ions. This would suggest that, with regard to designing high performance carbon anodes, the nature of the structure of the carbon is a primary factor in the performance of the battery. On the other hand, the size of the crystalline domains had little effect on energetics or localization, suggesting that this property has little bearing on anode performance, at least until the crystalline domains become very large. The overall density of the composite material seems to have a small, but not insignificant effect. Lower densities lead to more tightly
localized regions in space that the ions tend to gravitate toward, and the lower densities are also associated with lower binding energies that further contribute to the effect of keeping the Li-ions “in-place”. Lastly, the nature between storage capacity and localization is such that lower capacities lead to increased localization, and these locations tend to be more energetically favorable.

6.2 Impact and Significance

The impact of the results obtained from this work are possibly far reaching. While many exotic battery anodes have been developed that significantly outperform traditional carbon anodes, these designs have proven extremely difficult to scale up from the lab to an industrial environment. The demand for Li-ion batteries is currently at an all-time high as companies race to develop ever larger battery manufacturing plants. The electric car industry in particular requires batteries that outperform gasoline engines, and at a cost that is attainable for the average car owner. In this sense, these lignin-based anodes are optimally poised to be of immediate practical use in a society that is rapidly transitioning to all-electric vehicles.

By understanding the properties that correspond to high performing anodes, this work guides the development of low-cost batteries with high storage capacities. The connection between anode interfacial surface area and the temperature of lignin pyrolysis is highly general in its applicability, and a variety of manufacturing processes could be developed to maximize this surface area.

6.3 Future Work

In order to obtain accurate simulation results, this work required the use of a novel molecular dynamics potential (ReaxFF) that accounts for the chemical reactivity between Li-ions and the surrounding carbon and hydrogen atoms. While this potential delivers good accuracy, it also comes with a high computational cost. This means that, while the composite systems were able to be equilibrated, they were unable to be simulated for a long enough time to study the nature of Li-ion diffusion. With recent developments aimed at porting the ReaxFF code to run on GPUs, it would be particularly insightful to perform a microsecond simulation of these materials on a high performance computing system equipped with GPUs in order to better understand the mechanism behind Li-ions diffusion. This process is well understood for graphite anodes; however, the hierarchical nature of the lignin-derived anodes requires three orders of magnitude more atoms in order to study computational systems that closely match their physical analogues.
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