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in the framework of MCT and the dynamic crossover temperature estimated from the Stickel 

derivative analysis of relaxation times are found to be very similar in most materials.36 It should 

be noted, however, that the diverging relaxation time of MCT is a theoretical construct and does 

not occur in real glass forming liquids. Although, some authors have suggested that this 

underlying dynamic transition is connected to the change of the temperature dependence of 

structural relaxation time which occurs at the dynamic crossover temperature.37  

 

 

Figure 2.2. (a) Structural relaxation times of the molecular liquid salol measured via 

broadband dielectric spectroscopy are shown fit with the Vogel -Fulcher-Tammann 

equation. (b) The “Stickel” derivative of the relaxation times of salol reveals that there 

are two distinct dynamical regimes which require fitting with different VFT functions. 

Data taken from ref. [30]. 
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  At temperatures near the dynamic crossover temperature, it has been observed that the 

translational and rotational molecular motions begin to decouple from one another, and it is also 

at this temperature that secondary relaxation processes (the Johari-Goldstein relaxation) visibly 

break away from the main structural relaxation process.38, 39 The dynamic crossover temperature 

may be just as important as the glass transition temperature because it is interconnected with 

many important experimental phenomena of supercooled liquids. It is thus critical to develop a 

thorough understanding of the dynamic crossover for all types of supercooled liquids. 

Nonetheless, there is still no complete explanation for why the structural dynamics change at this 

specific temperature for so many supercooled liquids. 

2.1.3. Stretched exponential structural relaxation and dynamical heterogeneity 

 One of the distinctive features of the structural relaxation process in glass forming liquids 

is that when experimentally measured, it generally occurs with a non-exponential time 

dependence (or has a broad spectral distribution in frequency).7, 40 The Kohlrausch-William-

Watts (KWW) function41 

 𝜑 = exp⁡(− (
𝑡

𝜏𝐾𝑊𝑊
)
𝛽𝐾𝑊𝑊

) (2.6) 

where βKWW and τKWW are the characteristic stretching parameter and relaxation time, is usually 

employed to model the non-exponentiality when fitting density correlation functions measured 

via inelastic neutron scattering or orientational correlation functions measured via quasielastic 

light scattering. In a dilute suspension of non-interacting Brownian particles, these correlation 

functions which describe the translational and rotational motion of the particles will decay with a 

purely exponential form (i.e. βKWW = 1).42 As will be seen in this dissertation, it is very rare for a 

supercooled liquid to exhibit non-exponential structural relaxation, although there are some 

interesting cases where this type of relaxation behavior may occur. 
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Figure 2.3. Simulated stretched exponential relaxation functions with the same 

characteristic relaxation time and different degrees of non -exponentiality.  

 There are two opposing explanations for why the structural relaxation process can appear 

stretched when measured experimentally, and they are referred to as the homogenous and 

heterogeneous scenario.38, 43 In an experiment where measurements of structural relaxation are 

performed, a large ensemble of molecules is probed, and their individual structural relaxation 

processes are inherently averaged. The time dependent macroscopic correlation function can be 

generally written in the heterogeneous scenario as  

 𝜑(𝑡) = ⁡∫𝑔(𝜏) exp (−
𝑡

𝜏
)𝑑𝜏 (2.7)  

where g(τ) is a probability density of individual molecular relaxation times.44 This interpretation 

of stretched exponential relaxation implies that all of the molecules participating in a structural 

relaxation event do so in a purely exponential (i.e. diffusive) fashion, and each molecule 

executing structural relaxation has its own inherent relaxation time which can be significantly 

different from that of a neighboring molecule. The measured stretching exponent in the 

heterogeneous scenario becomes less than one (pure exponential) when the distribution of 

relaxation times broadens. Thus, it has been proposed that the stretching parameter from 
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experimentally measured correlation functions may be a quantification of the degree of 

dynamical heterogeneity in a liquid.  

 In the homogeneous scenario, on the other hand, all molecules participating in structural 

relaxation do so in an intrinsically non-exponential fashion, and it occurs on a time scale that is 

shared by all participating molecules. The nonexponentiality, in this case, may arise from strong 

intermolecular interactions. These interactions may lead to a hierarchical temporal pathway of 

the structural relaxation process, wherein molecular motion at times prior to the moment of 

structural relaxation govern, to some degree, how the present structural relaxation event will 

occur.45, 46 This type of non-Markovian dynamical picture leads to nonexponential structural 

relaxation, and it is similar to the concept of the Mode Coupling Theory.  

 There has been a significant effort over the last several decades to determine whether the 

homogenous or heterogeneous scenario is responsible for non-exponential structural relaxation in 

glass forming liquids. Experiments have shown that structural relaxation may be intrinsically 

non-exponential to some degree,47, 48 while considerable dynamical heterogeneity may also exist 

in the liquid and lead to a deviation from pure exponential behavior.49, 50 However, the physical 

reasons behind dynamical heterogeneity and how it affects properties of supercooled liquids are 

still lacking. Several theoretical and simulation studies have been performed in an attempt to 

identify and characterize the role that dynamical heterogeneity plays in controlling the viscous 

slowdown of glass forming liquids. A liquid is dynamically heterogeneous when the molecules 

of the liquid have a distribution of mobilities, where some of the molecules are essentially 

immobile on a certain observation time scale, while other molecules are highly mobile on this 

same time scale. This distribution of mobilities is readily observed in computer simulations of 

glass forming liquids, and a representative image of dynamical heterogeneity observed in a 
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simulated liquid, is shown in Fig. 2.4.46 There are experimental methods such as 4D NMR,50 

non-resonant hole burning spectroscopy,51 and optical photo bleaching experiments52, 53 which 

have shown that a distribution of relaxation times does exist in a glass forming liquid. However, 

no experimental techniques are currently available to directly probe the dynamical heterogeneity 

in glass forming liquids.  

 

 

Figure 2.4. Mobility heat-map from a computer simulation of a model supercooled liquid 

of spherical particles. The blue particles are those which have not moved during a certain 

time step Δt, while the red particles are those which have moved more than one particle 

diameter. As is seen, there is a very wide distribution of particle mobilities. 46 

 The existence of dynamical heterogeneity in supercooled liquids is often invoked to 

account for the experimentally observed decoupling of translational and rotational molecular 

motion in supercooled liquids as the glass transition is approached. This translation-rotation 

decoupling is also referred to as the violation of Stokes-Einstein (SE) and Debye-Stokes-Einstein 

(DSE) relations.38, 54 The Stokes-Einstein (SE) relation connects the translational diffusion of 

Brownian particles to the viscosity of a surrounding medium 

 𝐷𝑇 =
𝑘𝐵𝑇

6𝜋𝜂𝑟
⁡ (2.8) 
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where η is the shear viscosity of the medium and r is the hydrodynamic radius of the diffusing 

object.55 The Debye-Stokes-Einstein relation (DSE)56 similarly describes the relationship 

between rotational diffusion of Brownian particles and the viscosity of the medium 

 𝐷𝑅 = 𝜏𝛼
−1 =

𝑘𝐵𝑇

8𝜋𝜂𝑟3
⁡ (2.9)  

When the SE and DSE equations are combined, it is readily shown that the above hydrodynamic 

relations predict that the product 𝐷𝑇 ∙ 𝜏𝛼 is temperature independent. 

  

 

Figure 2.5. (a) Translational diffusion coefficient (solid symbols) and temperature-scaled 

viscosity (solid line) of the glass forming liquid ortho -terphenyl (OTP) is plotted as a 

function of temperature. It can be seen that these quantities deviate from one another as 

Tg is approached. (b) The normalized product 𝐷𝑇 ∙ 𝜏𝛼 for the same measured OTP is shown 

plotted against Tg-scaled temperature. It can be seen that the molecular dynamics no 

longer follow the SE/DSE relations near T g.57  
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 The SE and DSE relations have been found to hold at high temperatures above the 

dynamic crossover temperature Tc, but they breakdown at temperatures close to Tg.
38 For some 

glass forming liquids (Fig. 2.5), such as ortho-terphenyl, the translational diffusion rate is nearly 

two orders of magnitude faster than the corresponding structural relaxation time at Tg.
57 Most of 

the proposed explanations for the violation of the SE and DSE relations, as mentioned 

previously, account for this unique behavior by attributing it to the dynamical heterogeneity in a 

supercooled liquid. It is hypothesized that in the high temperature regime, near the normal 

melting point of the liquid and above, the distribution of structural relaxation times is narrow and 

the degree of dynamical heterogeneity is small. It is in this regime where the rotational and 

translational motions in nearly all glass formers are strongly coupled. As the liquid is cooled, 

dynamical heterogeneity becomes more prominent, and molecules that were once dynamically 

independent become correlated. 

 As a result of the increasingly pronounced dynamical heterogeneity, the distribution of 

structural relaxation times broadens, and the measured diffusion coefficient or structural 

relaxation time sample this distribution in different ways. The diffusion coefficient can be 

considered an average over all inverse relaxation times in the liquid 〈𝜏−1〉, while the structural 

relaxation is an average over all relaxation times in the liquid 〈𝜏〉.58 The gap between the 

measured diffusion coefficient, which is heavily weighted by the fast components of the 

relaxation time distribution, and the measured structural relaxation time, which is heavily 

weighted by the slow components of the distribution, thus becomes increasingly pronounced as 

the glass transition is approached specifically because of the effects of dynamical heterogeneity 

on the relaxation time distribution. The dynamical heterogeneity hypothesis intrinsically 

connects the width of the relaxation time distribution to the degree of decoupling, i.e. the ratio of 
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translational and rotational diffusion coefficients. In order to test the dynamical heterogeneity 

hypothesis, it is necessary to characterize the translational and rotational diffusion coefficients, 

as well as the relaxation time distribution (i.e. the nonexponentiality parameter). While much 

research effort has been devoted to classifying and understanding the effects of dynamical 

heterogeneity on supercooled liquid dynamics, it remains unclear if dynamical heterogeneity is 

the underlying cause of the unique properties of supercooled liquids, or if it is a generic effect of 

the subtle changes that the supercooled liquid experiences upon approaching the glass 

transition.59 

2.2. Room Temperature Ionic Liquids 

2.2.1. Introduction to ionic liquids and their applications 

  Having discussed the properties and phenomenology of glass forming liquids in general, 

this next section will be devoted to defining the subset of materials known as room temperature 

ionic liquids (RTILs or ILs). While not strictly defined, it is generally accepted that RTILs are 

salts which are liquid at or below 100°C.1, 14 These materials usually consist of large, 

asymmetric, and charge delocalized cations that are paired with organic or inorganic anions 

having significantly different chemical structure and symmetry.2 Whereas simple molten salts 

possess a large crystal lattice energy due to the highly symmetrical counter-ion chemical 

structures, the incompatibility of the chemical structures in ILs frustrates the crystal lattice and 

dramatically reduces the melting temperature. As an example, the normal melting temperature of 

sodium chloride is Tm = 801°C,60 while the normal melting temperature of the prototypical room 

temperature ionic liquid 1-butyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide 

[BMIM][NTF2] is Tm = -1°C.61 Not only does the structural complexity lead to lower melting 

temperatures for these materials, but many ILs are also highly stable in the supercooled liquid 
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phase with characteristic glass transition temperatures commonly found in the range of 180–220 

K. As can be seen in Fig 2.6, the glass transition temperature increases weakly with increasing 

molecular volume for a wide variety of ionic liquids (the alkali inorganic salts are not room 

temperature ILs and clearly exhibit different behavior).  

 

 

Figure 2.6. The glass transition temperature T g is shown plotted as a function of 

molecular volume for a variety of ionic liquids. Excluding the inorganic salts, T g 

increases weakly with increasing molecular volume. 62  

  The wide variety of counterion pairs that can be formed from the ions shown in Fig. 2.7 

represent the subset of ILs known as aprotic ionic liquids (AIL). In the AILs, charge is 

permanently fixed to the cation via covalent attachment of molecular side groups to form 

ammonium and phosphonium functionalities (there are other types of AILs such as sulfonium, 

but those shown in Fig. 2.7 are most common). The anions are usually formed through the 

deprotonation of “super-acid” molecules such as HNTF2. It is estimated that there are 
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approximately 106 ILs that could be synthesized from all known counterion combinations, and it 

is because of this diversity that many people have come to refer to ILs as “designer solvents”.3  

 

 

Figure 2.7. Common cations (a) and anions (b) constituting the aprotic ionic  liquids.14 

  Aprotic ionic liquids have many unique physical properties which make them important 

materials for technological applications. Due to their low vapor pressures and high thermal 

decomposition temperatures, AILs are being explored for use as non-volatile and recyclable 

“green” reaction media, as heat transfer fluids in solar-thermal energy plants, as novel industrial 

lubricants, and also in carbon capture and sequestration technologies.63-66 Furthermore, many 

AILs have intrinsically high ionic conductivities and can withstand relatively high voltages 

compared to other electrolytic media, such as water (1.2 V), before electrochemical breakdown 

occurs.66, 67 These properties make ILs especially promising candidates for a range of 

electrochemical applications. 
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  For example, current lithium-ion battery technology employs electrolytes which consist 

of hazardous salts (e.g. LiPF6) dissolved in volatile and potentially reactive solvents (ethylene 

carbonate, dimethoxyethane).63 If the temperature of the battery becomes too high, there is a risk 

for thermal runaway to occur, in which the electrode and electrolyte undergo exothermic 

chemical reaction. During this reaction, the pressure inside the battery increases dramatically, 

and due to the flammability of the electrolyte, the battery may catch fire and explode. This risk 

could be abated by using ionic liquids in place of the organic solvents because of their low vapor 

pressure and flammability.2 Conversely, if the temperature of the battery becomes too low, the 

electrolyte may become too viscous (or potentially even crystallize) to allow ions to diffuse fast 

enough to provide the desired power. AILs may be used to extend the usable temperature range 

of batteries to lower temperatures.  

  Another important class of ionic liquids are the protic ionic liquids (PIL),62, 68, 69 which 

are formed due to the reversible transfer of protons between a Brønsted acid and Brønsted base 

such that 

  𝐻𝐴 + 𝐵 ⇄ 𝐴− + 𝐻𝐵+ (2.9) 

Depending on the degree of free energy reduction due to proton transfer, the equilibrium of this 

reaction may lie far to the right resulting in a highly ionized PIL, or it may lie far to the left 

resulting in poor ionization and a mixture of neutral and ionized acid/base moieties.70 

Ethylammonium nitrate (EAN), first synthesized by Paul Walden in 1914, is one of the earliest 

examples of a protic ionic liquid—one in which the equilibrium of eq. 2.9 lies far to the right.71 

As a result of the large degree of ionicity, the boiling point of this PIL is quite high at Tb = 

240°C, and the conductivity is also high with σdc = 2×10-3 S/cm at room temperature.72  
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  PILs have an extremely large versatility and an enormous potential for technological 

applications due to the relative ease of synthesis, as well as the ability to tune the 

physicochemical properties according to the variability of the proton transfer reaction. Many 

active pharmaceutical ingredients, for example, are delivered as protic salts, and the ability to 

control the ionicity by varying the acid and base chemical structures could enhance solubility and 

cell permeation rates.73, 74 Another important application of PILs is as the electrolyte of 

anhydrous polymer membrane fuel cells.69, 75 Current fuel cell technology employs polymer 

membranes electrolytes, such as Nafion, which are humidified with water to enhance proton 

conductivity between the cathode and anode. While the intrinsic proton conductivity of these 

humidified membranes are high (10-2 S/cm), fuel cells must operate at temperatures usually 

above the boiling point of water.76 Angell et al. have shown that protic ionic liquids, such as 

protic ammonium salts and their eutectic mixtures, have intrinsically high proton conductivity 

and are thermally stable at temperatures above 100°C.77 Furthermore, these electrolytes have the 

potential to be used in simpler cell designs and with a wider variety of catalysts than aqueous 

electrolytes. 

2.2.2. Charge and mass transport in ionic liquids 

 While there are certainly many important technological applications of ILs, it is critical to 

develop a thorough and predictive understanding of the physicochemical properties of these 

materials in order to utilize them properly and to their full potential. To this end, numerous 

studies of the charge and mass transport properties of ILs have been performed in an attempt to 

establish the chemical structure–physical properties relationships in these materials.78-81 One of 

the most well characterized properties of the room temperature ionic liquids is the temperature 

dependent ionic conductivity σdc. The conductivity of an electrolyte or ionic liquid is defined as 
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 𝜎𝑑𝑐 = ∑ 𝑛𝑖𝜇𝑖𝑞𝑖𝑖  (2.10) 

where the summation is over the distinct populations of charge carriers in the liquid, ni is the 

number density of free charge carriers, μi is the electrical mobility, and qi is the electrical charge 

of the ions.82 According to the Einstein relation, which relates the electrical mobility to the self-

diffusion coefficient, eq. 2.10 can be reformulated such that 

 𝜎𝑑𝑐 =
(𝑛+𝐷+𝑞+

2+𝑛−𝐷−𝑞−
2)

𝑘𝐵𝑇
 (2.11) 

where D+,- is the self-diffusion coefficient of the positive and negative ions, respectively.55 In this 

classical picture, electrical conductivity in ionic liquids is controlled by the Brownian-like 

translational diffusion of ions.  

  Tokuda et al. were among the first to systematically study the charge transport properties 

and the relationship between ionic self-diffusion coefficients and dc conductivity in aprotic ionic 

liquids.83-86 In their studies, the self-diffusion coefficients of a series of ionic liquids with the 

same cation [BMIM]+ and different anions were experimentally determined using pulsed field 

gradient nuclear magnetic resonance (PFG NMR). The authors found systematic differences in 

the diffusion coefficients of the studied ionic liquids, as seen in Fig. 2.8, indicating that the 

chemical structure of the anion plays an important role in governing both cationic and anionic 

mobility. Interestingly, it was also found that the counterions of a given IL have nearly identical 

self-diffusion coefficients at all measured temperatures—independent of ionic size.  

  According to eq 2.11, both the self-diffusion coefficients and the concentration of free 

ions determine the conductivity of the ionic liquid. Using measurements of dc conductivity in 

conjunction with the measured diffusion coefficients, Tokuda et al. found that the mole fraction 

of free ions 𝑓 =
𝑛𝑓𝑟𝑒𝑒

𝑛𝑡𝑜𝑡
 in the family of imidazolium based ILs was lower than unity with f = 0.5–

0.7, indicating that a significant degree of long-lived ion association occurs in these ILs.83-86  
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Their studies were some of the first to quantitatively determine the ionicity of a wide variety of 

ILs, and they explicitly demonstrated that most ILs are not ideal, completely dissociated 

electrolytes. The exact mechanism of ion association in ILs and the physical/chemical reasons 

behind it remain poorly understood. Some authors have claimed that counter-ions may form 

discrete pairs or well defined aggregate clusters, and this limits the mole fraction of free ions.87 

This concept has been challanged based on structural studies of several ionic liquids via XRD 

and MD simulation,88, 89 as well as dielectric spectroscopy studies,90 which suggest instead that 

the ionic solvation environment in most ionic liquids is relatively symmetrical. There are cases, 

however, where large hydrophobic side groups may disrupt this symmetry and lead to ionic 

aggregation.  

 

 

Figure 2.8. Diffusion coefficients for a set of imidazolium based ionic liquids as 

determined via pulsed field gradient nuclear magnetic resonance (PFG NMR). Pane (a) 

shows the cationic (1H) and anionic (19F) diffusion coefficients individually, and pane (b) 

shows the total diffusion coefficients. 83  
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  One of the major drawbacks of PFG NMR is that it can only be used to determine 

diffusions coefficients in the high temperature and highly fluid regime. Since many ILs can be 

supercooled, it is important to characterize the transport properties of these materials in the 

highly viscous state as well. To this end, Sangoro et al. have performed several studies of the 

dielectric and charge transport properties for a wide variety of ionic liquids.91 In addition to 

developing a technique to calculate ion diffusion coefficients and free ion concentrations from 

dielectric relaxation data over a broad temperature range which extends from Tm down to Tg (a 

method which will be employed throughout this dissertation and described in Ch. 4), the authors 

also characterized the complex dielectric permittivity of many ionic liquids over a broad 

frequency range.  

 

 

Figure 2.9. Universal scaling of the complex dielectric permittivity and conductivity in the 

ionic liquid 1-butyl-3-methylimidazolium tetrafluoroborate [BMIM][BF 4] .90  
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  Through their studies, the authors found that the complex dielectric permittivity measured 

under different thermal conditions in the same IL, as well as for different species of ILs, 

exhibited a quasi-universality.92 This universality was suggested to arise from the fact that the 

underlying mechanism of charge transport, which they suggest is Brownian-like hopping of ions 

in a disordered liquid matrix, is identical regardless of the specifics of the ionic liquid chemical 

structure. Recent studies have shown that this universality is only an approximation, however, 

and there certainly are different aspects of the charge transport mechanism in these ILs which 

may be influenced by the ionic chemical structure.93   

  The work of Tokuda et al.83-86 and Sangoro et al.90-92 demonstrate that the dominant 

variable determining the dc conductivity of an ionic liquid is the translational ion mobility (and 

the corresponding viscosity), while the concentration of free ions plays only a much smaller role. 

The connection between the conductivity of an ionic melt and the viscosity is not a new idea, 

however, and it was first proposed by Walden in 1906 that the molar conductivity of a dilute 

electrolyte is linearly proportional to the viscosity such that Λ ∙ 𝜂 = 𝐶𝑜𝑛𝑠𝑡 (𝛬 = 𝜎0/𝑛 is the 

molar conductivity, n is the number density of ions, and η is the shear viscosity).94 It has been 

found that the so-called Walden rule is well obeyed in many neat aprotic ionic liquids in the 

relatively fluid state.62 For some aprotic ionic liquids with large aliphatic side groups, however, 

the calculated Walden product falls well below what would be expected for 100% ion 

dissociation (the ideal Walden line).95 These liquids are referred to as sub-ionic, and their less-

than ideal ion transport properties may be connected to enhanced ion association, hindered free 

ion mobility, or a combination of both factors. Many protic ionic liquids have also been found to 

lie far below the ideal Walden line, and this is generally attributed to incomplete proton transfer 

between Brønsted acid and Brønsted base.96 As is seen in Fig. 2.10, however, there are some 
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liquids which lie above the ideal line, and they are referred to as “super-ionic” or “super-

protonic” liquids. 

 

   

Figure 2.10. “Walden Plot” showing the relationship between molar conductivity and 

fluidity in a variety of aprotic and protic ionic liquids. 62  

  In the classical Walden picture, the translational mobility of ions is directly coupled to 

the liquid viscosity and molecular reorientation rates via the Stokes-Einstein and Debye-Stokes-

Einstein relations. Interestingly, it has been reported based on tracer diffusion measurements97 

and PFG NMR measurements98 that these classical hydrodynamic relations are not necessarily 

obeyed in room temperature ionic liquids. This is corroborated by recent studies of several 

aprotic ionic liquids which have shown that the Walden rule is not obeyed in many ionic liquids 

near Tg, and instead a fractional Walden rule Λ ∙ 𝜂𝛾 = 𝐶𝑜𝑛𝑠𝑡 must be applied to describe the 

relationship between viscosity and conductivity.99 The fractional Walden rule behavior observed 
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in ionic liquids has been hypothesized to be connected to the amphiphilicity of the ions, which 

may cause strongly heterogeneous chemical environments to form in the liquid matrix.14  

  It is not necessary, however, for a glass forming liquid to possess chemical heterogeneity 

to exhibit anomalous diffusion, and this is actually a common phenomenon of supercooled liquid 

dynamics (as shown for ortho-terphenyl in section 2.1.3.). It has been shown for the ionic melt 

Ca-K-NO3 (CKN), for example, that ionic conductivity is enhanced relative to structural 

relaxation by nearly three orders of magnitude near Tg.
93 Decoupling of ionic conductivity from 

viscosity has also been observed in the ionic liquid [BMIM][PF6], although the magnitude of the 

effect is much smaller than for CKN.100, 101 Unfortunately, there are exceedingly few detailed 

experimental studies of structural relaxation in room temperature ionic liquids, and this greatly 

limits our understanding of the relationship between ion transport and structural dynamics in 

ionic liquids. It is a primary goal of this dissertation to contribute to the understanding of these 

properties and the relationship between glassy dynamics and charge transport in ionic liquids.   

2.2.3. Structural heterogeneity in ionic liquids 

  Many of the constituent ions comprising ionic liquids are complex and exhibit 

pronounced chemical heterogeneity. Aliphatic side groups, for example, are commonly bonded 

to the highly polar cations to disrupt the molecular symmetry and lower the electrostatic friction 

between counterions. While this generally reduces the melting point of the ionic liquid and 

stabilizes it against crystallization in the supercooled liquid state, the presence of hydrophobic 

alkyl tails in the ionic matrix leads to strongly pronounced compositional and structural 

heterogeneity.102  

  Ionic liquids have pronounced nanoscale structure as a result of the formation of charge 

ordered, counterion solvation shells.103 In addition to this ubiquitous structural feature, it has also 
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been shown that hydrophobic alkyl side groups self-aggregate into nanoscopic domains, leading 

to well-ordered mesoscale structures in the liquid matrix.104 As the length of the alkyl side chains 

increase beyond n = 4 carbons, these domains become more coherent and well defined, while 

also growing moderately in size, with a length scale of approximately 1–2 nm.102, 105 The 

increasingly pronounced nanophase segregation can be seen in the evolution of the mesoscale 

pre-peak in the x-ray diffraction pattern of the series of alkyl-imidazolium chloride based ILs 

(Fig 2.11). Using atomistic MD simulations, Annapureddy et al. demonstrated that this pre-peak 

in the static structure factor arises from correlations between anions which are separated by the 

hydrophobic nanodomains.106, 107 Wang et al., using atomistic MD simulations, showed that these 

alkyl nanodomains can even execute slow, collective motions at low enough temperatures.108 

 

 

Figure 2.11. (a) The x-ray diffraction pattern of a series of alkylimidazolium based ionic 

liquids shows a pronounced pre-peak associated with mesoscale structure formation. 102 

(b) Classical MD studies of the crystal structure of similar ILs have demonstrated that 

this pre-peak arises from anion-anion correlations that reflect the length scale l of self-

aggregated alkyl chains (l ≈ Q -1).107  
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Figure 2.12. X-ray diffraction patterns (left), 109 atomistic MD simulation snapshots 

(center),110 and chemical structures (right) are shown for three trialkylmethylammonium 

bis(trifluoromethylsulfonyl)imide [NXXX1][NTF 2]  ionic liquids in the liquid state. In 

addition to the peaks associated with intermolecular ordering (≈ 1.4 Å -1) and charge 

ordering (≈ 0.8 Å -1), the XRD data exhibit a pre-peak associated with hydrophobically 

aggregated alkyl domains at ≈ 0.4 Å -1. These alkyl nanodomains are also clearly seen in 

the MD snapshots (grey = neutral alkyl, red = anion, blue = cation charge center).  

  The formation of nanophase segregated alkyl-domains is more strongly pronounced in 

the tetra-alkylammonium and phosphonium based ionic liquids, as seen in Fig 2.12.111 Similar to 

the imidazolium based ionic liquids studied by Triolo et al. (Fig 2.11), it has been shown that 

hydrophobically aggregated nanodomains form in tetra-alkylammonium ILs when the alkyl side 

chains of the cation become longer than butyl (n = 4).109 MD simulations of the same series of 

ammonium ILs have shown that the volume fraction of hydrophobically aggregated domains 
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begin to percolate the liquid medium when the tails are four carbons long, and they will occupy a 

majority of the liquid volume when the alkyl tails become sufficiently long (n ≈ 6).110  

  It is natural to suspect that this strong compositional heterogeneity may have a dramatic 

impact on the molecular dynamics in these types of ionic liquids. Since the forces in the 

hydrophobic, alkyl-rich domains are significantly different than in the charge-rich domains, one 

might expect local molecular diffusion and the rate of chemical reactions in one region to occur 

on much different timescales than in a region only a few nanometers away. There are, however, 

exceedingly few experimental studies of the charge transport and structural dynamics in these 

types of ionic liquids, and the interrelationship between nanophase segregated structures and 

transport properties of ionic liquids largely remains an unanswered question.  

2.3. Ionic Conductivity and the Random Barrier Model 

  As ions translate through a liquid electrolyte under the influence of an applied electrical 

field, they not only experience the force of the external field, but they also experience a drag 

force from counterions moving in the opposing direction. Depending on the concentration of the 

electrolyte, these ion-ion interactions—which are conceptualized in the Debye-Hückel theory as 

a test ion traversing a continuum of opposite charge and dielectric constant ε—may significantly 

decrease the drift velocity of ions and correspondingly reduce the dc conductivity.112 Using this 

concept and the hydrodynamic Stokes-Einstein equation, the electrolyte viscosity is seen to be 

directly connected to the dc conductivity, as was empirically suggested by Paul Walden. 

  This theoretical construction applies, however, only the steady state conditions in an 

electrolyte solution, and it is necessary to extend this picture to include time dependent effects. 

The main approximation of Debye-Hückel theory, i.e. that the counterion solvation environment 

is a continuum, ignores the fact that this solvent environment takes a certain relaxation time τ in 
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order to react and rearrange around the moving ion. When an ac external field is applied with 

oscillation periods much shorter than τ, the ion will move (in response to the field) much more 

rapidly than the counterion solvation cloud can rearrange. At these frequencies the drag force 

from the solvation cloud is averaged out, causing the ion to move much faster and the 

conductivity to increase. On the other hand, at frequencies much lower than τ-1, the solvation 

cloud is completely in phase with the solvated ion, and the steady state (dc) condition is restored. 

This relaxation effect, known as the Debye Falkenhagen effect, qualitatively accounts for why 

the conductivity of an electrolyte increases with increasing frequency.82, 112  

  Despite decades of research, the physical connection between long time ion motion, 

which is the process behind dc conductivity, and the motion of ions on timescales proportional to 

or even shorter than the solvent relaxation time τ is not well understood. In an important step 

toward understanding the ion transport mechanism in disordered materials, Barton, Nakajima 

and Namikawa discovered that the magnitude of dc conductivity was proportional to the 

frequency of the characteristic dielectric relaxation peak in a wide variety of glasses, such that  

 𝜎𝐷𝐶 = 𝑝𝜀0∆𝜀𝜔𝑚𝑎𝑥 (2.12) 

where p is a proportionality constant of order one, ε0 is the vacuum permittivity, Δε is the 

dielectric strength, and ωmax is the peak frequency.113 This observation, known as the BNN 

relation, was a major step forward because it demonstrated that dc and ac conductivity in glasses 

are due to the same mechanism, and that the dielectric relaxations observed in ionic systems are 

caused by the translational motion of ions. It has been recently demonstrated that the BNN 

relation holds for a large variety of room temperature ionic liquids as well.92  

  In order to effectively model the conductivity spectrum in ionic materials, it is necessary 

to use a theory that treats conduction in a way that, according to the BNN relation, does not 
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require different ion transport mechanisms for the frequency-dependent ac component and the 

frequency-independent dc component. To this end, Dyre et al. have developed an analytical 

model known as the Random Barrier Model (RBM) in which ions in a disordered matrix 

experience random, spatially varying potential energy barriers which prevent them from hopping 

to new sites in the matrix.114-116 The randomness of the potential energy landscape derives from 

the amorphous nature of liquid or glassy structure. They envision ion hopping as a purely 

dynamically heterogeneous process, in which a broad distribution of measured relaxation times 

results from a broad distribution of potential energy barriers. They have analytically determined 

the form of the frequency dependent conductivity spectrum in the continuous time random walk 

approximation, such that 

 𝜎∗(𝜔) = 𝜎𝑑𝑐
iω𝜏𝑒

𝑙𝑛(1+𝑖𝜔𝜏𝑒)
 (2.13) 

In their model, τe is the time it takes an ion to surmount the largest free energy barrier and hop to 

a new site. For all times longer than τe, ion motion occurs due to the cumulative result of several 

distinct ion hopping events, and this is the regime of long-range and long-time dc conductivity. 

  The RBM has a few important qualities which make it a useful tool when modelling ion 

conduction in ionic materials. The first is that, in a unifying way, it ascribes both ac and dc 

conductivity to the same underlying physical process, which is the hopping of ions through the 

liquid matrix. The second important quality is that it accurately describes the shape of the 

conductivity spectra that have been experimentally measured in a wide variety of ionic glasses 

and liquids over a broad frequency range, as seen in Fig. 2.13. The RBM model will be used 

throughout this dissertation to model the conductivity and permittivity spectra of the room 

temperature ionic liquids studied herein. The efficacy of this model in describing the dielectric 
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spectrum of the studied room temperature ionic liquids will be analyzed in detail in the 

proceeding chapters of this dissertation.  

 

 

Figure 2.13. Fitting of the Random Barrier Model (eq. 2.13) to the real part of the 

conductivity spectrum in two glass-forming materials.117 

 

 

  


