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ABSTRACT

The theoretical understanding of fluids in unsaturated porous media has improved substantially over the last several decades. Water retention curves remain a central pillar in the theoretical framework for modeling of water flow in unsaturated porous media. Use of the average water retention function in models to simulate water flow in porous media can result in inaccurate predictions due to the variations in water content and matric potential with elevation within the medium. As a result, point water retention curve data are needed for testing existing numerical and analytical models and for improving our ability to predict unsaturated water flow. Traditionally point water retention functions have been derived from average water retention curve data. The main objective of this research was to directly measure point water retention functions using neutron imaging. Neutron imaging provides a non-destructive tool for visualizing water flow in porous media due to its high sensitivity to hydrogen, and relative insensitivity to mineral solids. Using neutron imaging techniques I have explored the following research topics: (1) quantitative measurements of the equilibrium water content distribution in porous media, (2) measurement of average and point water retention functions using neutron radiography, (3) assessment of analytical models relating average and point water retention curves, and (4) investigation of the dynamics of unsaturated water flow.

In the first two chapters of this dissertation I developed quantitative neutron imaging techniques to measure the 2-dimensional distribution of water in porous media and obtain the average water retention function for Flint sand by neutron radiography. In chapter III, point water retention functions were directly measured by neutron radiography and the resulting point functions were parameterized using the Brooks & Corey equation. The point water retention function constructed from the median values of the fitted Brooks and Corey parameters corresponded closely with the point curve for Flint sand obtained by inverse modeling of the average water retention curve data. In the final chapter of this dissertation we investigated capillary uptake of water in Berea Sandstone and estimated the sorptivity and unsaturated diffusivity function from analyses of the neutron radiographs.
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CHAPTER I
INTRODUCTION
Overview

Water movement in partially-saturated porous media has received considerable attention from the agricultural, environmental, and oil industry sectors focused on crop production, remediation of subsurface contamination, carbon sequestration, and oil recovery. In the vadose zone, soil water content and soil water potential govern many subsurface processes such as gas (air, CO$_2$), water, and solute movements, runoff, infiltration, and plant root water uptake. The relationship between soil water content and soil water potential is represented as a soil water retention curve. A number of equations have been developed to describe laboratory and field water retention curve data. The most popular water retention functions are those developed by Brooks and Corey (1964) and van Genuchten (1980). These water retention functions were coupled with the pore-size distribution models of Burdine (1953) or Mualem (1976) to predict water flow in the unsaturated zone. Hydraulic conductivity is much less under unsaturated conditions than under saturated conditions. Due to the dependency of the unsaturated hydraulic conductivity on water content, modeling of water flow in the vadose zone needs information on the water retention curve. Obtaining accurate parameters describing the water retention function is very important for predicting water flow in variably-saturated porous media.

Neutron imaging has been developed as a non-destructive tool for many applications due to its transparency to heavy elements and high sensitivity to light elements (Anderson et al., 2009; Strobl et al., 2009). Because neutrons interact with the nucleus of the atom rather than the electron cloud, the interaction forces between neutrons and nuclei are not correlated with the atomic number of the element and also depend on a particular isotope of the element. Neutron imaging is a particularly powerful tool with respect to soil water due to its high contrast between H and SiO$_2$, and high spatial and temporal resolutions. The first paper on neutron imaging of water in soil was a feasibility study conducted in two dimensions by Lewis and Krinitzsky (1976). Since then neutron imaging has been employed to study both the statics and dynamics of soil water, either in two dimensions (radiography) or three dimensions (tomography), mostly using thermal neutrons. Lopes et al. (1999) first applied neutron tomography to observe
differences in soil compaction, and the static distribution of water inside compacted soil. Neutron tomography has also been applied to visualize and quantify of the static distribution of water in glass beads (Lehmann et al. 2006) and sand (Tumlinson et al., 2008). More recently, neutron radiography has been used to study the static water distribution of a partially-saturated sand column (Kim et al., 2012).

Neutron imaging has also been applied to study the dynamics of water flows in soil. Clarke et al. (1987) visualized the movement of water and development of ice lenses in frozen soil using neutron radiography combined with a psychrometer and thermocouples. Tullis (1994) used neutron radiography to study unstable finger flow in layered soil (fine over coarse sand) and later Hincapié and Germann (2010) investigated finger flow during gravity driven infiltration in unsaturated sand boxes. Neutron radiography has also been used for studies of water infiltration in homogeneous sand (Deinert et al., 2004) and soil aggregates (Carminati et al., 2009). The pore scale three dimensional spatial water distribution at quasi-steady state was visualized and quantified using neutron tomography with artificial heterogeneous sand columns (Kaestner et al., 2007; Schaap et al., 2008; Papafotiou et al., 2008; Vasin, 2008) and natural heterogeneous mine soils (Badorreck et al., 2010).

**Quantitative Neutron Imaging Techniques**

Quantification of water in samples using gray scale images, which depend on the transmitted neutron intensity, was enabled after the development of digital image detector systems (Lehmann et al., 2004a). Recently neutron imaging has been used for quantitative analysis in many applications such as fuel cells (Heller et al., 2009), roots of plants (Oswald et al., 2008), and water in porous media (Tumlinson et al., 2008). For neutron imaging, considerable effort must be made to achieve a parallel and uniform beam, with limited background scattering sources, using variable collimators providing balance between the neutron flux and image resolution. The spatial resolution achieved can be quantified in terms of the geometric unsharpness \( U_g = l / (L / D) \), where \( l \) is the distance between the sample and the detector, \( D \) is the aperture diameter, and \( L \) is
the distance between the aperture and the detector (Fig. 1-1). The geometric unsharpness increases as the sample-to-detector distance increases and as the L/D ratio decreases.

However, the polychromatic neutron beam at a neutron imaging beamline is not only non-uniform but also unstable over time in the sample area. As a result, it is almost impossible to assign some energy-dependent range values to each pixel of the transmitted sample image. Moreover, Lehmann et al. (2004b) and Hassanein et al. (2005) observed the nonlinearity of the relationship between the attenuated beam intensity and the thickness of the water. This deviation occurs mainly due to beam hardening and increased neutron scattering. Beam hardening occurs if the neutron beam is polychromatic; low energy neutrons are attenuated more readily than higher energy neutrons, which results in differential attenuation. Scattering is most problematic for large water thicknesses and small detector distances. The deviation increases as the water content of the sample increases and as the sample to detector distance decreases, resulting in underestimation of the water content for thick samples with high water contents placed close to the detector.

Different approaches have been proposed to remove these effects. One is to restrict measurements to very thin sections of water (Lehmann et al., 2004b; Hussey et al., 2010; Kim et al., 2012). Another approach is to correct for scattering effects using Monte Carlo modeling of point scattered functions (Hassanein et al., 2005). However, modeling does not provide a universal fix and experimental determination of other scattering components needs to be further investigated (Hassanein et al., 2006). As an alternative, an empirical water thickness calibration equation can be developed for a specific instrumentation configuration (Tumlinson et al., 2008, Hussey and Jacobson, 2012). In chapter II, we investigate scattering effects according to the distance between the sample and detector and introduce an empirical calibration method to correct these effects to accurately quantify water content in unsaturated sand columns at the HFIR CG-1D beamline.
Average and Point Water Retention Functions

Traditionally average water retention functions have been measured due to the limitations of “black box” experimental methods such as the hanging water column and pressure plate setups (Dane and Hopmans, 2002). However, use of the average water retention function in models to simulate water flow in porous media can result in inaccurate predictions due to the variations in water content and matric potential with elevation within the medium at quasi-static equilibrium, especially for coarse porous media and tall column experiments (Dane et al., 1992). To improve the prediction of the hydraulic properties in unsaturated porous media, computational procedures have been developed to inversely estimate the point retention function from the measured average water retention function (Liu and Dane, 1995a; Schroth et al., 1996; Peters and Durner, 2006; Cropper et al., 2011). TrueCell (Jalbert et al., 1999), a Windows interface based on Liu and Dane’s (1995b) FORTRAN program, is available to extract point functions using the Brooks and Corey (1964) equation from measured average water retention curve data.

Direct measurements of point water retention data are needed for testing existing numerical and analytical models and for improving our ability to predict water flow in unsaturated porous media (Sakaki and Illangasekare, 2007). Neutron imaging offers the possibility of visualizing the distribution of water in porous media and determining both the average and point water retention functions. In Chapter III, average soil water retention curves are measured by thermal neutron radiography at BT-2, NIST. The resulting average functions are parameterized using the van Genuchten equation (van Genuchten, 1980). The parameters are then compared with those from hanging water column data independently measured in the laboratory. In chapter IV, point water retention functions are directly measured by neutron radiography and the resulting point functions are parameterized using the Brooks and Corey equation (Brooks and Corey, 1964). The point Brooks-Corey parameters are then compared with those obtained inversely using TrueCell (Jalbert et al., 1999) applied to average water retention data. The HYDRUS 1-D numerical model (Šimůnek, 1998) is also used to compare the predicted and observed cumulative outflows.
Unsaturated Water Flow Dynamics

Over the past 25 years, neutron imaging has been applied to visualize the dynamics of water imbibition in both natural and engineered materials, including soil (Carminati and Flühler, 2009), rock (Cnudde et al., 2008), brick (El Abd et al. 2009), and concrete (de Beer et al., 2005). The sorptivity and unsaturated diffusivity function are important for describing transient water movement under partially-saturated conditions. These parameters are well established in soil physics for quantifying the movement of a capillary wetting front into partially-saturated soil (Philip, 1957; Bruce and Klute, 1956). They can also be used in the geology and petroleum engineering fields (oil and gas industry) to evaluate wettability of rock cores and in studies of spontaneous imbibitions (Handy, 1960; Standnes, 2004). In chapter V, the dynamics of capillary uptake of water in Berea Sandstone are investigated and the sorptivity and diffusivity function determined by analysis of neutron radiographic images.
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Appendix A
Figure 1-1 Layout of a neutron imaging to achieve a parallel and uniform beam, with limited background scattering sources, using a collimator providing balance between the neutron flux and image resolution.
CHAPTER II
WATER CALIBRATION MEASUREMENTS FOR NEUTRON RADIOGRAPHY: APPLICATION TO WATER CONTENT QUANTIFICATION IN POROUS MEDIA
This chapter is a reformatted version of a paper originally published in Nuclear Instruments and Methods in Physics Research Section A in 2013 by Kang et al. Misun Kang participated in the experiments, performed data analyses, and wrote the paper. Other co-authors contributed to the data acquisition, data analyses, and revision of the manuscript.


Abstract

Using neutron radiography, the measurement of water thickness was performed using aluminum (Al) water calibration cells at the High Flux Isotope Reactor (HFIR) Cold-Guide (CG) 1D neutron imaging facility at Oak Ridge National Laboratory, Oak Ridge, TN, USA. Calibration of water thickness is an important step to accurately measure water contents in samples of interest. Neutron attenuation by water does not vary linearly with thickness mainly due to beam hardening and scattering effects. Transmission measurements for known water thicknesses in water calibration cells allow proper correction of the underestimation of water content due to these effects.

As anticipated, strong scattering effects were observed for water thicknesses greater than 0.2 cm when the water calibration cells were positioned close to the face of the detector / scintillator (0 and 2.4 cm away, respectively). The water calibration cells were also positioned 24 cm away from the detector face. These measurements resulted in less scattering and this position (designated as the sample position) was used for the subsequent experimental determination of the neutron attenuation coefficient for water.

Neutron radiographic images of moist Flint sand in rectangular and cylindrical containers acquired at the sample position were used to demonstrate the applicability of the water calibration. Cumulative changes in the water volumes within the sand columns
during monotonic drainage determined by neutron radiography were compared with those recorded by direct reading from a burette connected to a hanging water column. In general, the neutron radiography data showed very good agreement with those obtained volumetrically using the hanging water-column method. These results allow extension of the calibration equation to the quantification of unknown water contents within other samples of porous media.
1. Introduction

Neutron imaging is a complementary technique to X-ray imaging and is used in many applications in various fields such as materials science, physics, biology, geology, and archaeology (Strobl et al., 2009; Anderson et al., 2009). Neutrons interact with atomic nuclei and this interaction does not show periodic regularity with the atomic number. Neutrons are particularly sensitive to light elements such as hydrogen (H), lithium (Li), and boron (B), while being relatively insensitive to metals such as Al (Strobl et al., 2009; Anderson et al., 2009). Thus, neutrons are well suited for the investigation of water movement in natural and engineered porous media. X-rays and magnetic resonance imaging (MRI) have also been used in the past to study water in porous media (Bayer et al., 2004; Basavaraj and Gupta, 2004; Oswald et al., 1997). X-ray imaging uses tracers to enhance contrast since X-rays are not as sensitive to light elements, such as H, as neutrons (Basavaraj and Gupta, 2004). The quantitative study of water in porous media using MRI is limited by the range of pore sizes that can be imaged and the presence of paramagnetic elements in the sample (Hall et al., 1997). Quantitative measurements of water thickness using neutron imaging have been used in a variety of research areas, such as fuel cells (Turhan et al., 2006; Trabold et al., 2009), plant roots (Oswald et al., 2008; Moradi et al., 2009), and rocks and soils (Cnudde et al., 2008; Tumlinson et al., 2008; Hincapié and Germann, 2009 and 2010; Cheng et al., 2012). Transmission of a polychromatic neutron beam through a heterogeneous sample is given by:

\[ I = \int I_0(E) \exp[-\sum_{i=1}^{n}(\tau_i \Sigma_i(E))] \, dE \]  

where \( I \) and \( I_0 \) are the transmitted and incident beam intensity, respectively, \( \tau_i \) is the thickness of each element \( i \), and \( \Sigma_i(E) = \frac{\sigma_i(E) m \rho N_A}{M} \), where \( \sigma_i(E) \) is the total cross section of an element (barns), \( m \) is the number of moles of an element in a molecule, \( \rho \) is the density (g/cm\(^3\)), \( N_A \) is Avogadro’s number (6.022x10\(^{23}\) mol\(^{-1}\)), and \( M \) is the
molecular weight (g/mol) of the sample over the range of the effective neutron energy spectrum.

Experimental determination of water thickness in a sample requires careful measurement of the attenuation coefficient of the sample container (if any) and other parts of the sample that do not contain water. The effects of the container and other materials can be experimentally removed by dividing the image of the sample containing water (called the “wet” sample in this publication) by the image of the dry sample in the same container (called the “dry” sample in this publication):

\[
\frac{I_w}{I_d} = \int \exp\left[-\tau_w \Sigma_w(E) \right] dE
\]

where \(I_w\) is the transmitted intensity of the “wet” sample, \(I_d\) is the transmitted intensity of the “dry” sample, \(\tau_w\) is the water thickness, and \(\Sigma_w(E)\) is the attenuation coefficient of water. In polychromatic beam measurements, only the average value of \(\Sigma_w(E)\) can be obtained rather than its value at different wavelengths. Wavelength-discrete \(\Sigma_w(E)\) values can be achieved by neutron monochromatization using a double-crystal monochromator device (Treimer et al., 2006) or a velocity selector/chopper system (Kardjilov et al., 2003 and 2004) for continuous sources.

For neutron imaging, considerable effort must be made to achieve a parallel and uniform beam, with limited background scattering sources, using variable collimators providing balance between the neutron flux and image resolution. The spatial resolution achieved can be quantified in terms of the geometric unsharpness (\(U_g\)):

\[
U_g = \frac{l}{(L / D)}
\]

where \(l\) is the distance between the sample and the detector, \(D\) is the aperture diameter, and \(L\) is the distance between the aperture and the detector. The geometric
unsharpness increases as the sample-to-detector distance increases and as the L/D ratio decreases.

Optimization of the sample position in relation to the detector (scintillator) position has proven to be critical for water thickness measurements of samples (Lehmann et al., 2004; Hassanein et al., 2005; Kardjilov et al., 2005). The relationship between the attenuated beam intensity and water thickness is not linear and this non-linearity increases as the water content of the sample increases and/or as the distance between sample and detector decreases, resulting in the underestimation of water content in thick samples with high water contents. Lehmann et al. (2004) observed deviations from the exponential law, Eq. [2], for water thicknesses greater than 0.2 cm even at a 15 cm sample to detector distance. The non-linearity is due to beam hardening and neutron scattering effects. Beam hardening occurs if the neutron beam is polychromatic; low energy neutrons are more attenuated than high energy neutrons, which results in variations in the measured attenuation. The scattering effects can be more problematic for water because the attenuation occurs due to incoherent scattering. The scattered neutrons can reach the detector and result in the increase of the transmission, which leads to a less water content estimation in the sample.

Different approaches have been proposed to quantify water content in samples using polychromatic neutron imaging. One is to restrict measurements to sections of the sample with a total water thickness less than 0.1 or 0.2 cm (Hussey et al., 2010; Kim et al., 2011) in order to minimize beam hardening and scattering effects. Another approach is to correct these effects using the point scattered functions based on Monte Carlo simulations after considering the sample and the experimental set-up (i.e. energy spectrum, detector type, distance between sample and detector) (Hassanein et al., 2005). The latter correction does not provide a universal solution as it relies on a specific experimental set-up (Hassanein et al., 2006). As an alternative, an empirical water thickness calibration equation can be developed for a specific instrumentation configuration (Tumlinson et al., 2008; Hussey et al., 2012).

The specific objectives of this research were to: 1) investigate scattering effects at different calibration sample locations (i.e. varying distance between the sample and
detector); 2) obtain water attenuation coefficients for the High Flux Isotope Reactor (HFIR) Cold Guide (CG) 1D neutron imaging facility using water calibration cells positioned at the optimal sample location for a sample with high water content; and 3) apply this calibration equation to quantify water content within a partially-saturated porous medium and compare the results with conventional hanging water column experiments.

2. Methodology

The HFIR CG-1D Neutron Prototype Imaging Instrument

Neutron radiography of water calibration cells and Flint sand were performed at the HFIR CG-1D neutron imaging facility at the Oak Ridge National Laboratory (ORNL). For polychromatic neutron imaging, apertures with variable diameter sizes (pinhole geometry) can be used at the entrance of the He-filled flight path with a maximum L of 5.5 m. For this experiment, D and L are equal to 8 mm and 5 m respectively, resulting in a L/D of 625. A higher L/D ratio, i.e. smaller apertures and longer aperture to detector distances, reduces blur in an image and limits background scattering sources. The spectrum measured using a micro-channel plate (MCP) detector (Tremsin et al., 2005) with a flight path of approximately 5.5 m is shown in Fig. 2-1. The facility provides most neutrons between approximately 0.8 and 6 Å (with a peak at ~ 2.6 Å) (Bilheux et al., 2012). The detector set-up is equipped with a 25 µm thick LiF/ZnS scintillator and DW936 IkonL ANDOR™ charge coupled device (CCD) camera system. In order to reduce dark current, the CCD camera is equipped with a Peltier cooling system and is routinely cooled down to -60°C. For these measurements, the neutron flux is \(5 \times 10^5\) cm\(^{-2}\)s\(^{-1}\), the field of view is approximately 7 cm × 7 cm, and the full width at half maximum (FWHM) at 24 cm is 212 µm. As indicated in Eq. 2, the attenuation of

Note: All tables and figures are located in Appendix B.
neutrons by water is neutron-energy dependent. Reported attenuation coefficients for ≤ 0.2 cm thick water layers are 6.45 cm\(^{-1}\) for cold neutrons and 3.38 cm\(^{-1}\) for thermal neutrons (Arif et al., 2009). Since cold neutrons are more sensitive to the H atoms in water than thermal neutrons, the neutron sensitivity is greater for thinner water thicknesses at the HFIR CG-1D beamline.

**Calibration Cells**

One cylindrical and two different rectangular aluminum (Al) calibration cell types (#1 and #2) were used to obtain water attenuation coefficients at the HFIR CG-1D. The engineering accuracy of the calibration cells was ± 0.01 mm. All of the cells were cleaned with detergent and rinsed with deionized water before use.

The #1 rectangular type cell had a cross-section of 1.9 cm × 10.5 cm, with a 0.01 cm thickness step increment. Radiographic images of the wet (i.e. filled with deionized water) and dry (i.e. no water) cell were measured using for water thickness ranging from 0.005 – 0.205 cm, 0.2 – 0.6 cm, 0.6 – 1 cm at two different sample positions: 2.4 and 24 cm away from the detector with 600 s exposure time.

For replication, another series of measurements was performed with a #2 rectangular cell type. The dimensions of the cell were 6 cm × 4.2 cm, with incremental thickness steps of 0.005 cm for less than 0.15 cm water thickness measurement, and incremental thickness steps of 0.01 cm for above 0.15 cm water thickness measurement. The wet and dry cells were imaged for the 0.005 – 0.05 cm, 0.105 – 0.15 cm, 0.2 – 0.3 cm, and 0.41 – 0.5 cm water thickness ranges. All of these measurements were made at two different sample positions: against the detector (0 cm) and 24 cm away from the detector with 300 s exposure time.

The cylindrical water calibration cell with an inner diameter of 0.909 cm was also imaged at a distance of 24 cm from the detector with 60 s and 120 s exposure time. For the cylindrical cell geometry, the known water thickness of the cell is equivalent to the chord length of a circle (\(C_{ij}\)):

\[
C_{ij} = 2\sqrt{r^2 - a_{ij}^2}
\]  

[4]
where \( r \) is the radius of the cylindrical cell (cm) and \( a_{(i,j)} \) is the distance from the center of the cell to the pixel \((i,j)\) (cm). Since most neutron radiographic images of our porous media samples were acquired using a cylindrical Al chamber, any effects on the attenuation and scattering of neutrons due to the geometry of the sample are of particular interest.

**Image Analysis**

All image processing and quantitative analyses were performed using the MATLAB (Version 7.11, R2010b-SP1, MathWorks, Inc., 2011) and ImageJ (Version 1.43m, National Institutes of Health, 2009) software packages. The measured transmitted neutron intensity in the sample depends on the incident neutron beam intensity and the detector efficiency at detecting and converting neutrons. Each pixel value of the image ranged from \(~ 900\) (CCD default offset) to 65,535 according to the transmitted neutron intensity. Background scattering coming from the beamline equipment has been measured to be less than 1% and thus can be ignored during the image processing. Images of the water calibration cells were analyzed by the following procedures.

First, the collected raw images of the wet and dry calibration cells were normalized (to correct for background noises, inhomogeneities of beam and detector, and fluctuations of neutron flux) with respect to reference images of the open beam and dark field using the following expression:

\[
I_{\text{wet}} = f_r \frac{I_{(\text{Wet Sample Image})} - I_{(\text{Dark Field})}}{I_{(\text{Open Beam})} - I_{(\text{Dark Field})}}, \quad I_{\text{dry}} = f_r \frac{I_{(\text{Dry Sample Image})} - I_{(\text{Dark Field})}}{I_{(\text{Open Beam})} - I_{(\text{Dark Field})}}
\]

where \( f_r \) is the rescale factor to correct the neutron beam fluctuations and is based on the differences in the mean intensity values between the selected open beam area (i.e. no object) in the sample images and the mean of the same area in the open beam images.

The normalized images, \( I_{\text{wet}} \) and \( I_{\text{dry}} \), were despeckled using a median filter \((5 \text{ pixels} \times 5 \text{ pixels})\) to remove bright pixels mainly due to scattered \( \gamma \)-rays. The normalized wet
images ($I_{wet}$) were then divided by the normalized dry images ($I_{dry}$). Examples of the resulting images and their intensity profiles are shown in Fig. 2-2. The longer exposure time provides a higher neutron flux, resulting in less variation in the data and better resolution of the image. However, the different exposure times did not cause any differences in measuring the water thickness. The plot profiles for the cylindrical cell (Fig. 2-2c) with different exposure times are very similar. We selected a region of interest (ROI) for each water thickness from these images while adjusting to exclude any trapped air bubbles and computed the average transmission values of the selected ROIs. The average transmission values were then plotted according to the known water thickness steps for each calibration cell.

**Porous Medium and Hanging Water Column Set-Up**

Flint sand (Flint #13, U.S. Silica Company, Berkeley Springs, WV) was used as a model porous medium because it is mainly composed of quartz (99.8 %) with grain diameters ranging from 0.11 mm to 0.60 mm, and a median grain diameter of 0.56 mm. Flint sand was passed through a 2 mm sieve, washed with distilled water to remove any soluble contaminants, and oven-dried before use. The quantification of water content by neutron imaging of this sand column was thus minimally affected by other water-containing materials such as organic matter or clay minerals. To set up a hanging water column an outlet at the base of the Al container was connected via Tygon tubing to a burette filled with distilled water as illustrated in Fig.2-3a. Two kinds of Al sample containers were used for the study; a rectangular (2.40 cm width × 2.62 cm thickness × 6.35 cm height) and a cylindrical container with an inner diameter 2.56 cm and a height of 10 cm. The bottom of the Al container was covered with several layers of moist Whatman #4 filter paper after removing any air bubbles in the hanging water column by suction. The oven-dried sand was then incrementally moist-packed into the Al container to minimize particle segregation and air entrapment. The heights of the packed columns were ~5 cm to fit the entire porous medium within the field of view of the HFIR CG-1D. The sand columns were fully-saturated overnight prior to each experiment. At the facility, the top of the Al container was attached to the sample holder while allowing air to flow into the Al container through small holes. The sand columns were drained under
quasi-equilibrium conditions by adjusting the height of the hanging water column to give various basal suction values, as illustrated schematically in Fig. 2-3b. A photograph of the experimental set up is shown in Fig. 2-4.

Multiple radiographic images were acquired at each quasi-equilibrium state during the main drainage process with an exposure time of 60 s. The water level in the burette was recorded simultaneously and later used to compare the measurements of total water volumes determined by the neutron radiography and hanging water column methods.

3. Results and Discussion

Effect of Sample to Detector Distance

Figure 2-5 illustrates that the transmission values when the water calibration cells were placed close to the detector (0 cm or 2.4 cm) were more scattered along the exponentially declining trend line than the corresponding values for the water calibration cell placed 24 cm away from the detector. As expected, the shorter the distance between sample and detector, the higher the transmission values. The differences in the transmission values at the different sample positions became larger as the water thickness increased, mainly due to beam hardening and scattering effects (Lehmann et al., 2004; Hassanein et al., 2005; Kardjilov et al., 2005), which increase with water thickness and decreasing distance to the detector.

Placing samples with high water contents against the detector creates severe and directional scattering that cannot be corrected for during image processing, as referenced in the literature (Lehmann et al., 2004; Hassanein et al., 2005; Kardjilov et al., 2005). However, for the HFIR CG-1D, when samples were positioned 24 cm away from the face of the detector, water thickness could be quantified since scattering effects became an offset that could be managed during image processing and analysis.


**Determination of Attenuation Coefficients**

Because the distance between the sample and detector influences the recorded transmission values of neutrons through the sample, attenuation coefficients were determined at the same location (24 cm from the detector) for the calibration cells and porous media images. We chose this location specifically for thick water samples to minimize the scattering effect at the sacrifice of image resolution. Kim et al. (2011) estimated the effect of sample scattering on image formation of the sample by assuming that there is an infinite line charge of neutron scattering from water with a square cross section.

\[ \frac{I_S}{I_T} = \frac{(e^{-\Sigma \tau} - 1) \tau}{(2\pi d)} \]  

[6]

where \( I_S \) is scattering intensity, \( I_T \) is transmitted intensity, \( \Sigma \) is the attenuation coefficient, \( \tau \) is water thickness, \( d \) is the sample to detector distance.

The net result of increasing the distance between the sample and the detector is a balance between increased unsharpness and decreased scattering. As shown by Fig. 2-6 increasing the sample-to-image detector distance results in a decrease in scattering. To compare the unsharpness at different sample to detector distances a Gd straight edge from the Paul Scherrer Institute resolution mask was placed at 5 cm and 24 cm from the detector. The edge spread function (ESF) was derived by vertical averaging along the edge of the straight Gd line image. The line spread function (LSF) was obtained by taking the numerical derivative of the ESF and the full width at half maximum (FWHM) of each of the LSF’s was determined. The ESF’s and LSF’s for both locations are shown in Fig. 2-7. The FWHM values at 5 cm and 24 cm were 131 \( \mu m \) and 212 \( \mu m \), respectively. Moving the sample from 24 cm to 5 cm from the detector resulted in \(~38\%\) decrease in measured unsharpness and \(~380\%\) increase in predicted scattering. Even though the unsharpness decreased as the sample to detector distance decreased, the percentage decrease was an order of magnitude less than the percentage increase due to scattering. For our thick water-rich samples we opted to
reduce scattering effects at the expense of image resolution. For thinner, less water-rich samples, a smaller object to detector distance could be chosen to decrease unsharpness.

The data from each calibration cell showed little variation due to neutron beam fluctuations, different acquisition times, and other variables caused by neighboring beam lines or natural and fluorescent lights during data acquisition. To minimize statistical variations, data from all three calibration cells were pooled. Data for the cylindrical cells were restricted to chord lengths > 1.5 mm to eliminate edge effects.

To determine the attenuation coefficient for water at the HFIR CG-1D, calibration data from known water thickness were fitted to the transmission data for two different ranges of water calibration data sets (≤ 0.2 cm and ≤ 1 cm), using SAS 9.2 non-linear regression method. The predicted water thickness values using the simple Beer-Lambert law with only one attenuation coefficient without any correction factor (Σ = 5.30 cm\(^{-1}\) for ≤ 0.2 cm or 4.77 cm\(^{-1}\) for ≤ 1 cm water calibration data set) show significant deviations from the known water thickness values as the water thickness increased (Fig. 2-8). Both attenuation coefficients significantly underestimated the known values beyond 0.5 cm of water thickness and the deviation was larger for the ≤ 0.2 cm calibration data set selected to obtain the water attenuation coefficient than for the ≤ 1 cm water data set. The deviation occurs when a polychromatic beam passing through a section of water preferentially loses the lower-energy parts of its spectrum, which results in underestimation of water thickness. In addition, the deviation is increased due to strong incoherent scattering of water depending on the water thickness.

In order to empirically correct for beam hardening and scattering effects, a correction parameter \(\beta\) was introduced to fit the calibration data by assuming \(\Sigma_w = \Sigma + \beta \tau\) (Cheng et al., 2012; Hussey and Jacobson, 2012):

\[
\ln\left(\frac{l_{\text{dry}}}{l_{\text{wet}}}\right)_{(i,j)} = \Sigma \tau_{(i,j)} + \beta \tau_{(i,j)}^2
\]  \[7\]

where \(l_{\text{wet}}\) and \(l_{\text{dry}}\) are the normalized wet and dry images, respectively. \(\tau_{(i,j)}\) is the water thickness, \(\Sigma_w\) is the attenuation coefficient of water.
The attenuation coefficient $\Sigma$ and correction coefficient $\beta$ were obtained by fitting Eq. [7] in SAS 9.2 using the Marquardt non-linear regression method to neutron data up to 10 mm of water thickness. The fitted curve for all of the transmission data measured at HFIR CG-1D (including all three calibration cell types) shows a very good fit to the water calibration data (Fig. 2-9).

The estimated $\Sigma$ and $\beta$ values were implemented in MATLAB code to calculate the water thickness of the sample and applied to the cylindrical and rectangular water calibration cells and sand column images for validation of the calibration method. The water thickness of each pixel in the neutron radiographs of the rectangular and cylindrical water calibration cells was calculated using the following expression derived by solving Eq. [7] for $\tau_{(i,j)}$:

$$
\tau_{(i,j)} = -\frac{\Sigma}{2\beta} - \sqrt{\left(\frac{\Sigma}{2\beta}\right)^2 - \frac{1}{\beta} \ln\left(\frac{l_{\text{wet}}}{l_{\text{dry}}}(i,j)\right)}
$$

where, $\tau_{(i,j)}$ is water thickness in cm, $\Sigma = 5.542 \ \text{cm}^{-1}$, $\beta = -2.140 \ \text{cm}^{-2}$, and $l_{\text{wet}}$ and $l_{\text{dry}}$ are the normalized wet and dry images, respectively.

The water thicknesses of all the calibration data were predicted by transmission images using Eq. [8] (number of observations = 289, root mean square error (RMSE) = 0.2184, $R^2 = 0.9942$) with an accuracy of $\pm$ 0.022 cm. The measured water thickness values from the neutron radiography were compared with those of the known water thickness from the water calibration cells (Fig. 2-10). The measured water thickness values for both the cylindrical and rectangular cells were close to the known water thickness values (from the engineering design) in the range between 0.15 cm to 0.8 cm. The results from the rectangular cells show some deviations from the 1 to 1 line at high water thicknesses (> 0.8 cm) possibly because the empirical attenuation coefficients could not account sufficiently for the scattering and beam hardening effects.
**Application to a Porous Medium**

Images of Flint sand packed into rectangular and cylindrical containers were used to check the empirical attenuation coefficients determined by fitting Eq. [4] to the calibration cell images. All of the porous media images were processed using the same steps as described for the calibration cells. Pore water thickness $\tau_{ij}$ (cm) was then calculated on a pixel by pixel basis $(i,j)$ using Eq. [8].

To compute the volumetric water content $(\theta_{ij}, \text{cm}^3\text{cm}^{-3})$ at a pixel $(i,j)$ from neutron radiography of a rectangular container, the measured water thickness was divided by the beam path length $(l_{ij})$, $(= 2.62 \text{ cm})$, i.e.

\[
\theta_{ij} = \frac{\tau_{ij}}{l_{ij}} \times \frac{\text{pixel area}}{\text{pixel area}} = \frac{\tau_{ij}}{l_{ij}}
\]  

To compute the volumetric water content $(\theta_{ij})$ from neutron radiography of a cylindrical container, the measured water thicknesses were corrected for variations in the transmission path length of neutrons based on the chord length $(C_{ij})$ for a circle (Eq. 4).

The volumetric water content at the pixel $(i,j)$, $\theta_{ij}$ (cm$^3$cm$^{-3}$) is then the ratio of the measured water thickness to the chord length:

\[
\theta_{ij} = \frac{\tau_{ij}}{C_{ij}} \times \frac{\text{pixel area}}{\text{pixel area}} = \frac{\tau_{ij}}{C_{ij}}
\]  

In order to compare changes in total water volume obtained by neutron radiography with those obtained independently from the hanging water column method, the total water volume using neutron radiography was calculated from the average volumetric water content. To obtain the average volumetric water content $(<\theta_v>)$ for each suction applied, the individual $\theta_{ij}$ values from the neutron radiographs were arithmetically averaged over the imaged area, i.e.

\[
<\theta_v> = \frac{\sum_{i,j}^{n} \theta_{ij}}{n}
\]
where \( n \) is the total number of pixels in the ROI.

The expressions used to compute the total water volumes in the rectangular and cylindrical containers are given below:

\[
V_w(cm^3) = < \theta_v > \times n \times l_{ij} \times pixel\ area
\]
\[
V_w(cm^3) = < \theta_v > \times \sum_{1}^{n} (C_{ij} \times pixel\ area)
\]  \[12\]

where \( V_w \) is total volume of water in the column, \( < \theta_v > \) is the average volumetric water content at a given suction, \( n \) is the total number of pixels in the ROI, \( l_{ij} \) is the beam path length for the rectangular container, \( C_{ij} \) is the chord length for the cylindrical container.

95% confidence intervals were calculated by varying the ROI; 4 different ROIs were selected for these calculations.

The cumulative water volume changes were calculated by subtracting the water volume of the driest image during the drainage process. The cumulative water volume changes in the porous media determined by neutron radiography were compared with those recorded by direct reading from the burette connected to a hanging water column. Fig. 2-11 shows the results of cumulative average water volume changes in Flint sand measured in rectangular and cylindrical containers at quasi-equilibrium during monotonic drying. The changes in total water volumes measured in the rectangular and cylindrical containers were very similar showing no significant effect on the quantification in relation to sample geometry. Neutron radiography slightly overestimates the water volume changes relative to the results from the hanging water column, especially at high water volumes (> ~8 cm\(^3\)) contrary to the water calibration data in Fig. 2-10. This contrast result might be due to summation of errors since we used cumulative changes in water volume for the porous medium. However, data from both the rectangular and cylindrical containers are generally in good agreement with the hanging water column measurements (i.e., close to the 1:1 line).
4. Conclusions

Data from each calibration cell type (rectangular and cylindrical) showed little variation in transmission for the same water thickness. There was no significant effect due to geometry or cell designs for the water calibration experiments. Strong scattering effects were observed with increasing thickness of water (> 0.2 cm) when the water calibration cells were positioned close to the face of the detector (0 and 2.4 cm away, respectively). Accurate quantification of volumetric water contents in calibration cells and porous media using neutron radiography data can be obtained with empirical attenuation coefficients for water determined at some distance from the detector (in this case, 24 cm). These coefficients were obtained by fitting Eq. [7] to experimental water calibration data from rectangular and cylindrical calibration cells by means of non-linear regression. The resulting estimates were successfully applied to quantify changes in the total water volume of packed columns of Flint sand. Changes in cumulative total water volumes determined by neutron radiography showed good agreement with those obtained by the conventional hanging water column method. These results allow extension of the calibration equation to the quantification of high water contents within other samples of porous media positioned at a specific distance from the detector. The parameters ($\Sigma$ and $\beta$) presented in this paper are unique for HFIR CG-1D. Other facilities can determine unknown water contents by obtaining their own unique $\Sigma$ and $\beta$ parameters for water at an optimal sample location in a specific beam line. The optimal sample location can be found, depending on the maximum water content of the sample, for a specific detector at each beam line by examination of the measured neutron transmission for water calibration cells positioned at a few selected locations.

Acknowledgements

This Research was supported by the Laboratory Directed Research and Development (LDRD) Program of Oak Ridge National Laboratory and the Joint Directed Research and Development (JDRD) Program of the University of Tennessee UT-ORNL Science
Alliance. The Authors are thankful for contributions from Lakeisha Walker, Keely Willis, and the HFIR support groups, especially the HFIR Machine Shop, Brent Taylor, Gary Lynn, Lisa Fagan, Jaimie Werner, and the Instrument Development Group. The detector set-up was developed in collaboration with Prof. Dayakar Penumadu in the Department of Civil and Environmental Engineering at the University of Tennessee - Knoxville. This Research at Oak Ridge National Laboratory’s High Flux Isotope Reactor was sponsored by the Scientific User Facilities Division, Office of Basic Energy Sciences, U. S. Department of Energy, which is managed by UT-Battelle, LLC.
References


http://www.mathworks.com


Oswald S., W. Kinzelbach, A. Greiner, and G. Brix, Observation of flow and transport processes in artificial porous media via magnetic resonance imaging in three dimensions, Geoderma 80 (1997) 417.


Appendix B
Figure 2-1 The CG-1D spectrum measured with an MCP detector at a flight path distance of approximately 5.5 m, with the chopper running at a frequency 40 Hz.
Figure 2 - 2 Examples of wet transmission images for each calibration cell type after division by the dry cell and their corresponding transmission profiles: (a) rectangular calibration cell #1 with 11 steps of water thickness from 0.005 to 0.105 cm (0.01 cm increment) with 600 s exposure time, (b) rectangular calibration cell #2 with 10 steps of water thickness from 0.005 to 0.05 cm (0.005 cm increment) with 300 s exposure time, and (c) cylindrical calibration cell with water thickness ranging from 0 – 0.909 cm with 120 s exposure time (note: the transmission profile for the cell also includes results for 60 s exposure time). All examples are for the 24 cm sample position.
Figure 2-3 Schematic diagram of the hanging water column set up: (a) initially saturated sand column and (b) drainage process achieved by lowering the burette. Note that the volume of water drained from the sand column is equal to the volume of water collected in the burette.
Figure 2- 4 Hanging water column set-up at HFIR CG-1D neutron imaging facility.
Figure 2-5 Comparison of \( \ln(I_0/I) \) values for rectangular water calibration cells (#1 and #2) at three different positions (0, 2.4, and 24 cm) from detector at the HFIR CG-1D neutron imaging facility. Note that images for cell #2 at 0 and 24 cm were normalized with respect to the open beam rather than the dry cell. The aluminum thickness for cell #2 was thinner than that for cell #1, and that normalization relative to the open beam was sufficient for cell #2 but not for cell #1 which required normalization by the dry image. Error bars (95% confidence intervals) for all the data are smaller than the symbols (error \( \leq \pm 0.0064 \) cm).
The ratio of scattering intensity to the transmitted intensity as a function of sample to detector distance is predicted assuming $\Sigma = 6 \text{ cm}^{-1}$ using Eq. [6].

Figure 2- 6 The ratio of scattering intensity to the transmitted intensity as a function of sample to detector distance is predicted assuming $\Sigma = 6 \text{ cm}^{-1}$ using Eq. [6].
Figure 2-7 Measured ESF’s and LSF’s for a Gd straight edge from the Paul Scherrer Institute resolution mask at 5 cm and 24 cm sample to detector distances.
Figure 2-8 Deviation of measured water thickness from the known water thickness when using attenuation coefficients obtained from the Beer-Lambert law for two different selected data ranges: ≤ 0.2 and ≤ 1 cm of water thickness.
Figure 2- 9 Best fit of Eq. [7] to the measured neutron data versus known water thickness (τ) for all three calibration cell types located 24 cm away from the detector.
Figure 2- 10 Comparison of the measured average water thickness values using attenuation coefficients determined from calibration cell data and known water thickness values for the cylindrical and rectangular water calibration cells.
Figure 2- 11 Comparison of cumulative total water volume changes in Flint sand in rectangular (squares) and cylindrical (circles) containers measured by neutron radiography and the conventional hanging water column method at quasi-equilibrium during monotonic drying. The error bars represent the 95% confidence intervals (note: some of the confidence intervals are too small to be seen). Inset shows the water thickness distribution within the sample at $\Delta V_w = 4.5 \text{ cm}^3$ for the cylindrical sand column.
CHAPTER III
AVERAGE SOIL WATER RETENTION CURVES MEASURED BY
NEUTRON RADIOGRAPHY
This chapter is a reformatted version of a paper originally published in Soil Science Society of America Journal in 2012 by Cheng et al. Misun Kang contributed to the data acquisition, data analyses, and writing and revision of the manuscript.


Abstract

Water retention curves are essential for understanding the hydrologic behavior of partially saturated porous media and modeling flow and transport processes within the vadose zone. We directly measured the main drying and wetting branches of the average water retention function obtained using two dimensional neutron radiography. Flint sand columns were saturated with water and then drained and rewetted under quasi-equilibrium conditions using a hanging water column setup. Digital images (2048 by 2048 pixels) of the transmitted flux of neutrons were acquired at each imposed matric potential (~10–15 matric potential values per experiment) at the National Institute of Standards and Technology Center for Neutron Research BT-2 neutron imaging beam line. Volumetric water contents were calculated on a pixel-by-pixel basis using Beer-Lambert’s law after taking into account beam hardening and geometric corrections. To account for silica attenuation and remove scattering effects at high water contents, the volumetric water contents were normalized (to give relative saturations) by dividing the drying and wetting sequences of images by the images obtained at saturation and satiation, respectively. The resulting pixel values were then averaged and combined with information on the imposed basal matric potentials to give average water retention curves. The average relative saturations obtained by neutron radiography showed an approximate one-to-one relationship with the average values measured volumetrically using the hanging water column setup. There were no significant differences (at p < 0.05) between the parameters of the van Genuchten equation fitted to the average.
neutron radiography data and those estimated from replicated hanging water column data. Our results indicate that neutron imaging is a very effective tool for quantifying the average water retention curve.
1. Introduction

Because of the strong attenuation of neutrons by hydrogen in water and their relatively small attenuation by air and mineral solids (Anderson et al., 2009; Strobl et al., 2009), neutrons have long been used to measure the soil water content. The neutron probe was first developed >60 yr ago, and it continues to be a common and reliable field instrument for measuring water content in the vadose zone (Belcher et al., 1950; Gardner and Kirkham, 1952; Schmugge et al., 1980; Chanasyk and Naeth, 1996). When combined with paired tensiometer measurements, the neutron probe can also be used to determine the soil water retention curve (e.g., Andreu et al., 1997; Al-Yahyai et al., 2006). Like the hanging water column and pressure cell laboratory techniques (Dane and Hopmans, 2002), however, this is essentially a “black box” approach that provides an “average” water retention curve associated with a given sampling volume. During the past two decades, the use of nondestructive testing to study flow and transport processes in porous media has grown significantly (Chaouki et al., 1997). Nondestructive testing offers the possibility of seeing into the “black box” and determining the point water retention function. Gamma beam attenuation (Dane et al., 1992), magnetic resonance imaging (Chen and Balcom, 2005), and x-ray computed tomography (Bayer et al., 2004) have all been used to determine point water retention curves for air displacing water in porous media. Neutron imaging is a nondestructive testing method based on measuring the transmitted intensity of neutrons, either in two or three dimensions (referred to as radiography and tomography, respectively). Neutron imaging is a particularly powerful tool with respect to soil water due to its high spatial and temporal resolutions and relatively large imaging area (up to 500 cm2) (Chaouki et al., 1997; Deinert et al., 2004; Trabold et al., 2009; Heller et al., 2009). Since it was first applied to visualize the spatial distribution of soil water in the 1970s (Lewis and Krinitzsky, 1976), the number of studies using neutron imaging to monitor fluids in porous media has grown rapidly. Deinert et al. (2004) used real-time neutron radiography to measure fluid contents and wetting front profiles in homogeneous silica sand. They were able to estimate the hydraulic conductivity and diffusivity from the flow field images with satisfying results. They also concluded that neutron imaging is an ideal
tool for detailed laboratory studies because of its sensitivity to variations in moisture content and its ability to image nontranslucent media. Heller et al. (2009) measured the water volume in fuel cells by neutron computed tomography and indicated that the quantification technique yielded a value of the water column mass within 2% of the theoretical. Recent studies have focused on capillary-driven imbibition (Hassanein et al., 2006b; Cnudde et al., 2008; El Abd et al., 2009), root water uptake (Oswald et al., 2008), and gravity-driven fingering (Hincapié and Germann, 2009, 2010).

Because of its capability for high resolution spatial and temporal measurements of water in porous media, neutron imaging is an ideal technique for investigating hysteresis of the soil water retention function. Tumlinson et al. (2008) applied neutron tomography to construct a small portion of the main drying curve based on a single applied pressure. Vasin et al. (2008) measured average drainage curves for heterogeneous sand columns comprised of coarse and fine sands packed into random and periodic cellular structures using neutron tomography performed under quasi equilibrium conditions. To the best of our knowledge, neutron radiography has not been previously employed to measure hysteretic soil water functions.

The main thrust of our research is to apply the neutron imaging technique to directly measure point soil water retention functions. The specific objective of this paper is to compare hysteresis in drying and wetting measurements obtained by neutron radiography with those from the traditional hanging water column method. Because the traditional hanging water column method produces an average water retention curve (for the entire soil volume investigated) we will compare the two data sets by averaging the neutron radiographic point (or pixel by pixel) measurements of relative saturation over the imaged soil area. Both sets of average water retention curves will then be fitted to the van Genuchten equation (van Genuchten, 1980) and their resulting parameter estimates compared statistically.
2. Materials and Methods

Sample Properties and Column Preparation

Coarse-grained, homogeneous sand (Flint no.13, U.S. Silica Company, Berkeley Springs, WV\(^2\)) was selected for study because it can be completely drained by a hanging water column within the height constraints of the neutron beamline setup at NIST and because it is free of any organic materials that could complicate the quantification of water content by neutron imaging. Flint no.13 sand is mainly composed of quartz (99.8%); grain diameters range from 0.11 mm to 0.60 mm; the median grain diameter is 0.56 mm; the grain density is 2.65 g cm\(^{-3}\) (U.S. Silica Company, 2009). The saturated hydraulic conductivity, determined using the constant-head method implemented without a water tank is \(1.66 \times 10^{-4} \text{ m s}^{-1} \pm 0.32 \times 10^{-4} \text{ m s}^{-1}\) (Reynolds and Elrick, 2002).

Sand samples were washed with distilled water and oven dried before use. They were then moistened with de-aired, distilled water and packed into custom-made Al cylinders (Al alloy 6062) with a height of 12.56 cm and a diameter of 2.65 cm. The top of the Al cylinder was open to the atmosphere. A hanging water column made out of Tygon\(^\circledR\) tubing (R3603, 3.175 mm (1/8 in) ID x 6.35 mm (1/4 in) OD, Fisher Scientific, Hampton, NH) and a glass burette of 25 ml volume (Fisher Scientific, Hampton, NH), filled with de-aired, distilled water, was connected to an outlet at the base of the Al cylinder. The bottom of the cylinder was covered with several layers of moist Whatman no. 4 filter paper (150 mm diameter, 25 \(\mu\)m) (Whatman, Maidstone, UK). Any air bubbles in the hanging water column were removed by suction prior to placing the filter paper. The sand was then incrementally moist-packed into the cylinder to minimize particle segregation and air entrapment. The average height of the packed sand

\(^2\) Certain trade names and company products are mentioned in the text or identified in an illustration in order to adequately specify the experimental procedure and equipment used. In no case does such identification imply recommendation or endorsement by the National Institute of Standards and Technology, nor does it imply that the products are necessarily the best available for the purpose.
columns was 4.25 cm ± 0.05 cm with an average bulk density of 1.74 g cm\(^{-3}\) ± 0.02 g cm\(^{-3}\). The burette and sand column setups were clamped to a steel stand. Prior to each experiment the burette at the end of the hanging water column was raised to the top of the sand pack and allowed to equilibrate overnight to fully saturate the column. The top of the aluminum column was loosely covered with aluminum foil to minimize evaporation from the saturated sample.

**Neutron Imaging Experiments**

Neutron radiography was performed at the NIST Center for Neutron Research (NCNR) BT-2 imaging beam line. The BT-2 imaging facility was equipped with a Gadox scintillator (Lexel Imaging) and a charge coupled device (CCD) camera (Andor). The field of view was 4.5 x 4.5 cm\(^2\), with a resolution of 50 µm. The ratio of the collimator tube length to its aperture diameter (the L/D ratio) was 600 and the neutron flux was 4.97 x 10\(^6\) cm\(^{-2}\) s\(^{-1}\). It should be emphasized that the NIST-NCNR BT-2 facility uses a thermal neutron source. In contrast to cold neutrons, thermal neutrons have higher transmission through relatively thick sections of scattering material (Riley et al., 2009; Mukundan and Borup, 2009). The BT-2 beam line has previously been used to image water in granular materials by Kim et al. (2011).

Radiography data sets for air displacing water and vice versa in a Flint sand column were acquired at NCNR during March, 2010 (4 days of total beam time). A pre-saturated Flint sand column sample, connected to a hanging water column, was set up in the BT-2 beamline. The distance between the column and the detector screen was ~1.6 cm. A schematic diagram of the experimental set up is shown in Fig. 3-1\(^3\). The column was drained and rewetted under quasi-equilibrium conditions by adjusting the height of the hanging water column outside of the beamline to give between 10 and 15 basal matric potential values per drying/wetting cycle. The mid-point of the sand pack was considered to be the level of zero matric potential at complete saturation. Radiographs were taken at each quasi-equilibrium state during the drying and wetting

\[\text{\underline{\text{\footnotesize Note: All tables and figures are located in Appendix C.}}}\]
cycles with an exposure time of 60 s. Each image was comprised of 2048 x 2048 pixels. The water level in the burette at each equilibrium state was recorded simultaneously and later used to construct the main drainage and wetting branches of the water retention curve. Replicate experiments were not possible because of the limited amount of beam time available for the experiment.

An oven-dry sample was prepared by placing a Flint sand column at residual saturation in an oven with the temperature set at 105°C for 32 h. The oven-dry sample was then imaged following the procedure described above for later analysis to estimate the attenuation of the dry silica sand and Al container. The oven-dry sample was immediately placed in the beam line when it was removed from the oven. The top of the Al container was loosely covered with Al tape. The likelihood of water adsorbing onto particle surfaces from the atmosphere was considered negligible due to the short exposure time, covering material used, and the coarse grain size of the Flint sand.

**Image Analysis**

All image processing and quantitative analyses were performed using the MATLAB (Version 7.11, R2010b-SP1, Mathworks, Inc., 2011) and ImageJ (Version 1.43m, National Institutes of Health, 2009) software packages. The raw neutron radiographs were analyzed to obtain the distribution of volumetric water contents within the sand column on a pixel by pixel basis. The transmission of neutrons through the sand column can be described using the Lambert-Beer law (Berger, 1971):

\[
\frac{I}{I_0} = \exp(-\tau \mu)
\]

where \( I \) is the transmitted intensity, \( I_0 \) is the original intensity, \( \tau \) is the water thickness, and \( \mu \) is the attenuation coefficient for the porous medium, which includes water, air, silica sand, and the aluminum wall of the sample container. The attenuation coefficient for air is very small and can be neglected. Measurements of the attenuation coefficients for aluminum and silica sand indicate they are small compared to that for the hydrogen in water (see RESULTS and DISCUSSION). The collected raw images were first gamma filtered and then normalized with respect to reference images of the open beam
(shutter opened without a sample) and dark field (shutter closed, no neutron illumination) using:

\[
\frac{I}{I_0} = \frac{I_{\text{(Raw Image)}} - I_{\text{(Dark Field)}}}{I_{\text{(Open Beam)}} - I_{\text{(Dark Field)}}} \tag{2}
\]

The water thickness \( \tau_{ij} \) (cm) was then calculated on a pixel-by-pixel basis \((i, j)\) using Eq. \([2]\) combined with the following expression derived from Eq. \([1]\) by assuming \( \mu_w = \mu + \beta \tau \):

\[
\tau_{ij} = -\frac{\mu}{2\beta} - \sqrt{\left(\frac{\mu}{2\beta}\right)^2 - \frac{1}{\beta} \ln\left(\frac{I}{I_0(i,j)}\right)} \tag{3}
\]

where \( \mu = 0.326 \text{ mm}^{-1} \) is the linear attenuation coefficient for water and \( \beta = -0.0121 \text{ mm}^{-2} \) is a beam hardening correction coefficient for the detector used. Note that both constants vary with the specific imaging facility and detector system and due to the sensitivity to the energy spectrum of the neutron beam when the experiments were conducted.

Because of the cylindrical geometry of the packed sand column, the measured water thicknesses were corrected for variations in the transmitted path length of neutrons based on the chord length, \( C_{ij} \), for a circle:

\[
C_{ij} = 2 \sqrt{r^2 - a_{(i,j)}^2} \tag{4}
\]

where \( r \) is the radius of the sand column (cm) and \( a_{(i,j)} \) is the distance from the center of the column to the pixel \((i, j)\) (cm). The volumetric water content at the pixel \((i, j)\), \( \theta_{ij} \left( \text{cm}^3 \text{ cm}^{-3} \right) \), is then simply the ratio of the measured water thickness to the chord length, i.e.

\[
\theta_{ij} = \frac{\tau_{ij}}{C_{ij}} \times \frac{\text{pixel area}}{\text{pixel area}} = \frac{\tau_{ij}}{C_{ij}} \tag{5}
\]
The drying and wetting $\theta_{ij}$ values were normalized (to give relative saturations, $S_{ij}$) by dividing each image field, on a pixel by pixel basis, by the image fields of $\theta_{ij}$ values obtained at saturation (drying curve) and satiation (wetting curve), respectively. In order to compare the water retention curves obtained by neutron radiography with those from the hanging water column method, the individual $\theta_{ij}$ and $S_{ij}$ values from the neutron radiographs were averaged over the imaged soil area for each matric potential, i.e., $\theta = <\theta_{ij}>$ and $S = <S_{ij}>$.

**Hanging Water Column Experiments**

In addition to the neutron imaging experiments, replicated conventional hanging water column experiments were performed at NIST and in the Vadose Zone Laboratory of the Department of Earth and Planetary Sciences at the University of Tennessee-Knoxville, TN. These experiments were conducted as described above and using the same experimental setup as in Fig. 3-1 except that the average water contents were determined volumetrically by recording water level changes in the burette. Two of the five columns, however, were not rewetted. Thus, five replicate drying curves and three replicate wetting curves were obtained for comparison with the average drying and wetting curves obtained by neutron radiography. Relative saturations, $S$, were again calculated by dividing the measured $<\theta>$ values by the saturated (drying) and satiated (wetting) $<\theta>$ values for the drying and wetting curves, respectively.

**Parameterization of Water Retention Curves**

The average neutron radiography and conventional hanging water column data sets were both parameterized by fitting the van Genuchten, VG, equation (van Genuchten, 1980). The VG equation was fitted in the following form:

$$S = S_r + (1 - S_r)[1 + (\alpha \psi)^n]^{-\left(1 - \frac{1}{n}\right)}$$  \[6\]

where $S_r$ is the residual saturation, $\alpha$ is a parameter inversely related to the air or water entry values, and $n$ is a shape parameter influenced by the pore-size distribution. For
the conventional water retention curves, the fitting was done using the pooled data from all of the replicate hanging water column experiments. Equation [6] was fitted to the drying and wetting curves simultaneously using segmented non-linear regression (Marquardt method) in SAS 9.2 (SAS Institute Inc., Cary, NC). This fitting procedure produces a single estimate of \( S_r \) for each method while different estimates of \( \alpha \) and \( n \) are obtained depending upon the method and if air is displacing water (drying) or vice versa (wetting). The goodness of fit was assessed based on the root mean square error (RMSE) and by linear regression of the observed and predicted \( S \) values to give a coefficient of determination (\( R^2 \)).

For statistical testing, Eq. [6] was also fitted separately to each of the five replicate hanging water column data sets. The wetting and drying curves were fitted simultaneously as described above, except for the two experiments that were not rewetted; in those cases, Eq. [6] was only fitted to the main drying curve. The \( R^2 \) values for the individual fits ranged from 0.996 to 0.999. The mean values of the resulting VG parameters were then compared with the single VG parameter estimates from the neutron imaging data using one-sample \( t \)-tests in SAS.

### 3. Results and Discussion

The average volumetric water contents computed from the neutron radiography measurements are plotted against those from the volumetric hanging water column measurements in Fig. 3-2a for the complete range of imposed basal matric potentials. As can be seen, the volumetric water contents from the neutron images were significantly overestimated for both the drying and wetting cycles. Average water content values at saturation and satiation for the two different methods are summarized in Table 3-1.

An oven dry sample was also imaged and the attenuation coefficient for silica sand and the aluminum container was determined to be 0.023 mm\(^{-1}\). Separate measurements for aluminum indicate an attenuation coefficient of 0.009 mm\(^{-1}\). Compared to the attenuation coefficient of 0.326 mm\(^{-1}\) for water, these values are
relatively small. As shown in Figure 3-3, the effect of the aluminum walls of the sample container on the transmission of neutrons is minimal. The attenuation due to the presence of silica sand, however, has a noticeable effect on relative intensity (Fig. 3-3). Analysis of the oven-dry sample image showed that the neutron attenuation due to the aluminum container and silica sand was equivalent to a volumetric water content of $0.050 \pm 0.001$ m$^3$ m$^{-3}$. This attenuation of the dry components was accounted for in the wet samples.

Because of the effect of the attenuation of silica sand in the oven dry sample, the neutron imaging water content values were corrected on a pixel by pixel basis by subtracting the oven dry pixel field from the water content fields for each drying/wetting matric potential. The corrected volumetric water contents, $\theta_{\text{corrected}}$, showed much better agreement with the volumetric water contents measured by the hanging water column method (Fig. 3-2b). However, the wet ends of the drying and wetting curves were slightly underestimated (Fig. 3-2b and Table 3-1). There was also an anomalous central zone of underestimated water contents within the corrected water content field for the fully-saturated sample (Fig. 3-4). We believe this phenomenon is due to both scattering effects (Hassenein et al., 2005, 2006a, 2006b, Hussey, 2010) and not correcting the images for the point spread function of the detector. Until a better solution is developed we decided to effectively remove this phenomenon by working with relative saturations instead of volumetric water contents. This approach limits the ability of neutron imaging to quantify soil hydraulic properties, but only slightly since it is relatively easy to obtain accurate estimates of the saturated water content using traditional methods such as calculation from the bulk and particle densities.

Relative saturations were calculated on a pixel by pixel basis as described in the Methods section. Inspection of the resulting $S$ fields for the saturated and satiated states revealed homogeneous values of unity as expected (data not shown). The $S$ fields became increasing heterogeneous once the matric potential decreased below the air entry value during drainage, with air progressively displacing pore water from the top of the column downwards (Fig. 3-5). Local variations in the position of the drying front are clearly visible at each matric potential. Eventually the images became relatively homogenous again as the entire sand pack was completely drained. It can be clearly
seen in Fig. 3-5 that the filter paper phase barrier at the bottom of the sand column always remained fully saturated regardless of the imposed matric potential. Similar results (not shown) were obtained for water displacing air from the bottom of the column during rewetting.

Average relative saturations for the neutron radiography images were computed by averaging all of the $s_{ij}$ values within the region of interest (ROI) indicated by the rectangle in Fig. 3-4. This ROI was selected to maximize the column area available for averaging while excluding any edge effects and surface variations. The resulting average relative saturations showed very good agreement with those obtained volumetrically from the hanging water column experimental data (Figure 3-2c). Notice, however, that there is a slight tendency for the neutron imaging to overestimate at low relative saturations.

The VG equation was fitted to the drying and wetting $S$ curves simultaneously for both the neutron imaging data (average values) and the hanging water content data (all replicate measurements pooled). In both cases rapid convergence was achieved according to the SAS default criterion. The RMSEs for the neutron radiography and hanging water column fits were 0.027 and 0.063, respectively. The $R^2$ values obtained between the predicted and observed data points (shown in Fig. 3-6) were 0.994 and 0.973 for the neutron radiography and hanging water column data sets, respectively. The resulting VG parameter estimates are given in Table 3-2 along with their approximate 95% confidence intervals. Both datasets revealed significant differences in the $\alpha$ and $n$ parameters due to hysteresis; $\alpha$ was lower and $n$ was higher for drying than for wetting. Statistically, there were no significant differences between any of the VG parameter estimates between the neutron radiography and hanging water column methods. The worst correspondence was observed between the $S_r$ estimates for the two different methods (0.019 versus 0.057 for the hanging water column and neutron radiography methods, respectively). The relatively large confidence band around the radiography estimate of $S_r$ can be attributed to the sparsity of data at very negative matric potentials in the unreplicated neutron imaging experiment compared with the replicated hanging water column experiments (Fig. 3-6). Additional measurements at
the dry end in future neutron imaging experiments will probably resolve this discrepancy.

Based on statistical comparison of the mean VG parameter values from the individual fits with the single VG parameter estimates from the neutron imaging data using one-sample $t$-tests, there were no significant differences at $P < 0.05$ between the neutron radiography and hanging water column methods for any of the VG parameter estimates. Our results indicate that the neutron imaging technique fully reproduces the hysteretic characteristics of this material and can be confidently utilized to quantify average relative saturations. The real benefit of using neutron imaging, however, is its ability to see into the “black box” of the mineral matrix and to quantify soil hydraulic properties on a point (or pixel-by-pixel) basis. Neutron imaging of a range of natural soils would also be beneficial to the soil science community; such an application, however, will require additional detailed calibrations to account for the presence of H in organic matter.

4. Conclusions

We have presented a methodology for using neutron radiography to quantify relative saturations in a coarse-grained silica sand (Flint no. 13). Extension of this nondestructive testing method to porous media with significant organic matter will require additional calibrations to account for the presence of H in the organic matter. The method was applied to measure soil water retention curves under quasi-equilibrium drying and wetting conditions. Normalizing the acquired neutron images relative to the open beam pixel field tended to systematically overestimate water contents due to the small attenuation produced by the silica sand. These overestimations were removed by subtracting the oven-dry pixel field from the water content fields. In addition, scattering anomalies at high water contents were eliminated by dividing the corrected drying and wetting water content fields by the corrected fields at saturation and satiation, respectively. Averaging the resulting relative saturation values for each imposed matric
potential produced an approximate 1:1 relationship with average relative saturations measured volumetrically using the hanging water column method.

The van Genuchten equation provided an excellent fit to both of the average relative saturation data sets. The Flint no. 13 sand exhibited pronounced hysteresis, with values of the $\alpha$ and $n$ VG parameters for the main drying branch approximately half and twice the magnitude, respectively, of those for the main wetting branch. There were no statistical differences between the VG parameters estimated by the two different methods, indicating that neutron imaging is a reliable method for determining the average soil water retention curve. Additionally, neutron imaging can be used to investigate small-scale local variations in hydraulic properties within a soil column. This topic will be the subject of a future study.
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Appendix C
Table 3-1 Saturated (drying) and satiated (wetting) volumetric water contents measured by the hanging water column and neutron imaging methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Saturated $\theta$</th>
<th></th>
<th></th>
<th></th>
<th>Satiated $\theta$</th>
<th></th>
<th></th>
<th>U95%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>L95%</td>
<td>$\bar{x}$</td>
<td>U95%</td>
<td>n</td>
<td>L95%</td>
<td>$\bar{x}$</td>
<td></td>
</tr>
<tr>
<td>Hanging Water</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Column</td>
<td>5</td>
<td>0.332</td>
<td>0.341</td>
<td>0.351</td>
<td>3</td>
<td>0.269</td>
<td>0.312</td>
<td>0.355</td>
</tr>
<tr>
<td>Neutron Imaging</td>
<td>$1.7 \times 10^6$</td>
<td>0.365</td>
<td>0.366</td>
<td>0.366</td>
<td>$1.7 \times 10^6$</td>
<td>0.321</td>
<td>0.321</td>
<td>0.322</td>
</tr>
<tr>
<td>(Corrected)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutron Imaging</td>
<td>$1.7 \times 10^6$</td>
<td>0.311</td>
<td>0.312</td>
<td>0.313</td>
<td>$1.7 \times 10^6$</td>
<td>0.269</td>
<td>0.270</td>
<td>0.271</td>
</tr>
</tbody>
</table>

Note: $n=$number of observations, L95%=lower 95% confidence interval, $\bar{x}=$mean, U95%=upper 95% confidence interval.
Table 3-2 van Genuchten (1980) equation parameter estimates for the two methods.

<table>
<thead>
<tr>
<th>Parameter Estimates</th>
<th>Hanging Water Column</th>
<th>95% C.I.</th>
<th>Neutron Imaging</th>
<th>95% C.I.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lower</td>
<td>Upper</td>
<td>Lower</td>
</tr>
<tr>
<td>$S_r$</td>
<td>0.019</td>
<td>-0.027</td>
<td>0.065</td>
<td>0.057</td>
</tr>
<tr>
<td>$\alpha$ (wetting), cm$^{-1}$</td>
<td>0.097</td>
<td>0.089</td>
<td>0.105</td>
<td>0.089</td>
</tr>
<tr>
<td>$n$ (wetting)</td>
<td>4.366</td>
<td>3.535</td>
<td>5.197</td>
<td>4.276</td>
</tr>
<tr>
<td>$\alpha$ (drying), cm$^{-1}$</td>
<td>0.053</td>
<td>0.051</td>
<td>0.054</td>
<td>0.050</td>
</tr>
<tr>
<td>$n$ (drying)</td>
<td>8.127</td>
<td>6.829</td>
<td>9.426</td>
<td>9.010</td>
</tr>
</tbody>
</table>

Note: $S_r$, residual saturation; $\alpha$, parameter inversely related to the air- or water-entry values; $n$, shape parameter influenced by the pore-size distribution; C.I., Confidence Interval.
Figure 3- 1 Schematic diagram in cross-section of the experimental setup at the NIST-NCNR beamline (not to scale).
Figure 3- 2 Comparison of data from the neutron imaging and hanging water column experiments: (a) average water contents \(<\theta>\), (b) average water contents with neutron data corrected based on oven-dried sample, and (c) average relative saturations \(<S>\). In all three cases, the 95% confidence intervals for individual points are not shown because they were smaller than the symbols used. Dashed line is the 1:1 relationship (closed circle: drying, open circle: wetting).
Figure 3-3 Transmittance as a function of column thickness predicted using the attenuation coefficients for water, silica sand, and aluminum in Eqs. [1] and [3]. (dotted line: water; gray line: water and Al; dashed line: water, Al, and silica sand).
Figure 3-4 Contour map of corrected volumetric water contents at saturation showing the effects of scattering in the center of the column. The superimposed rectangle designates the region of interest (ROI) used for averaging each image at different matric potentials.
Figure 3-5 Relative saturation images (1 = blue, 0 = red) for basal matric potentials of (a) -15.61 cm, (b) -18.47 cm, (c) -20.37 cm, and (d) -21.80 cm in a drying sequence. Note that the filter paper phase barrier at the bottom of sand column remains fully saturated throughout the drainage process.
Figure 3- 6 Measured average relative saturation values (closed circle: drying, open circle: wetting) and fitted van Genuchten (1980) functions (solid line: drying, dashed line: wetting) for (a) the hanging water column experiments (data for all replicates pooled) and (b) the unreplicated neutron imaging experiments. The 95% confidence intervals for individual points are not shown because they were smaller (≤ 0.032) than the symbols used.
CHAPTER IV

POINT WATER RETENTION CURVES QUANTIFIED BY NEUTRON RADIOGRAPHY
This chapter is a reformatted version of a paper that will be submitted to Advances in Water Resources in 2013 by Kang et al. Misun Kang participated in the experiments, performed the data analyses, and wrote the paper. Other co-authors contributed to the data acquisition, data analyses, and revision of the manuscript.


Abstract

The water retention function is needed for modeling multiphase flow in porous media. Traditional techniques for measuring this function, such as the hanging water column method or pressure cell, yield average water retention curve data which have to be modeled using inverse procedures to extract relevant point parameters. We have developed a technique for directly measuring point water retention curves for a homogeneous porous medium using 2-D neutron radiography. Neutron radiographic images of quasi-equilibrium volumetric water contents at nine imposed basal matric potentials were obtained during monotonic drying of Flint sand at the High Flux Isotope Reactor (HFIR) Cold Guide (CG) 1D beamline at Oak Ridge National Laboratory. All of the images were normalized with respect to the oven dry image. Volumetric water contents were computed on a pixel by pixel basis using an empirical calibration equation after taking into account beam hardening and geometric corrections. Corresponding matric potentials were calculated from the imposed basal matric potential and pixel elevations. Volumetric water content and matric potential data pairs corresponding to 120 selected pixels were used to construct 120 point water retention curves. Each curve was fitted to the Brooks and Corey equation using segmented non-linear regression in SAS. A 98.5% convergence rate was achieved and the four unknown Brooks-Corey parameters were estimated for 115 pixels. A single Brooks and Corey point water retention function was constructed for Flint sand using the median
values of the parameter estimates. This curve corresponded closely with the point Brooks and Corey function inversely extracted from average water retention data using TrueCell. Forward numerical simulations performed using HYDRUS 1-D showed that the cumulative outflows predicted using the point Brooks and Corey functions from both the direct (neutron radiography) and inverse (TrueCell) methods were in good agreement with independent measurements of cumulative outflow measured with a transducer. Our results indicate that neutron radiography can be used to quantify the point water retention of homogeneous materials. Further research will be needed to extend this approach to more heterogeneous materials.
1. Introduction

Experimental techniques such as the hanging water column (Dane and Hopmans, 2002a) and pressure cell apparatus (Dane and Hopmans, 2002b) have been used to measure the soil water retention curve. The data obtained with these methods correspond to the average volumetric water content for the entire soil column rather than the water content at a physical point. This average water retention function has been assumed to be applicable to any physical point in a homogeneous porous medium when the column height is less than 2 cm (Perfect et al., 2004). However, this assumption can be highly inaccurate for coarse-grained materials with low air entry value, tall columns, and fluids with low interfacial tensions because the capillary pressure varies with height within the porous medium. As a result, the volumetric water content at any point can deviate significantly from the measured average water content (Dane et al., 1992; Liu and Dane, 1995a; Sakaki and Illangasekare, 2007). Thus, the use of average water retention data without correction can lead to inaccurate estimation of the hydraulic properties of unsaturated porous media (Bottero et al., 2011).

To improve prediction of the hydraulic properties of unsaturated porous media, various computational procedures have been developed to extract the point water retention function from the measured average water retention function. Liu and Dane (1995a,b) developed a computational procedure and a FORTRAN program to account for variations of matric potential and the volumetric fluid content with column height. TrueCell (Jalbert et al., 1999), a Windows interface based on Liu and Dane’s (1995b) FORTRAN program, was made available by this group and is widely used to extract Brooks and Corey (1964) point function parameters from the average water retention curve. Schroth et al (1996) developed a numerical correction procedure to obtain corrected parameters of the van Genuchten (1980) equation to account for column height. Peters and Durner (2006) also used the numerical integration approach to take into account the nonlinearity of the vertical water content distribution in a column. Cropper et al. (2011) presented the numerical integral method for determining the point function with a centrifuge for a range of porous media (Berea sandstone, glass beads,
and Hanford sediments) using both the Brooks and Corey (1964) and van Genuchten (1980) equations.

It should be noted that the above “extraction” methods are only as good as the underlying models used to represent the water retention curve and drainage process. Direct measurements of the point water retention curve are needed to provide model inputs and to evaluate the performance of these inverse procedures. Sakaki and Illangasekare (2007) successfully compared the Brooks and Corey parameters obtained by TrueCell with those from data obtained by time domain reflectometry (TDR) at the midpoint of sample height in nine columns of sandy materials. Gamma beam attenuation (Dane et al., 1992), magnetic resonance imaging (MRI) (Chen and Balcom, 2005), and X-ray computed tomography (CT) (Bayer et al., 2004) have also been used to determine point water retention curves for air displacing water in porous media.

Neutron imaging is a particularly powerful tool with respect to soil water due to its transparency to heavy elements and high sensitivity to the hydrogen in water. Neutron imaging was first applied to visualize water in soil in two dimensions by Lewis and Krinitzsky (1976). Since then neutron imaging has been employed to study both the statics (Lopes et al., 1999; Lehmann et al. 2006; Tumlinson et al., 2008; Kim et al., 2011; Cheng et al. 2012) and dynamics (Clarke et al., 1987; Tullis, 1994; Hincapie and Germann, 2010; Deinert et al., 2004; Carminati et al., 2009; Shokri et al., 2008; Lehmann and Or, 2009) of soil water, either in two dimensions (radiography) or three dimensions (tomography), mostly using thermal neutrons. Papafotiou et al. (2008) quantified the 3-D distribution of water in structured porous media after two successive drainage steps and tested the ability of neutron and synchrotron tomography to determine average hydraulic properties using numerical simulations. Schaap et al. (2008) carried out neutron tomography to map temporal changes in the water content distribution using an artificial heterogeneous medium to analyze the effect of connectivity on water flow during two drainage-wetting cycles. Vasin et al. (2008) tested the influence of packing structures on the movement of water in two heterogeneously packed sand columns during multi-step drainage and assessed the quality of an upscaled model. However, neutron radiography does not appear to have been previously applied to directly measure point water retention functions.
In previous studies (Cheng et al., 2012; Kang et al., 2013), we have demonstrated that neutron imaging is a very effective tool for quantifying water in porous media and determining the average water retention curve. The water content estimates from neutron imaging showed good agreement with experimental data measured independently by the hanging water column method. The van Genuchten equation provided a good fit to the average water retention data sets from neutron imaging and the hanging water column method. We propose that neutron radiography can also be an effective tool to show the spatial distribution of water in a soil column and to determine point water retention functions. The main objectives of this study were to: directly determine the point water retention curve using neutron radiography; compare the measured point water retention curve with the point retention curve obtained by inverse modeling of the average water retention curve data using TrueCell; compare the cumulative outflow numerically simulated by HYDRUS 1-D (Šimůnek et al., 1998) using Brooks and Corey parameters obtained from both direct measurement and inverse modeling with independent transducer data.

2. Materials and Methods

**Hanging Water Column Set-Up**

Flint sand (Flint #13, U.S. Silica Company, Berkeley Springs, WV) was used as the homogeneous porous medium. Flint sand is mainly composed of quartz (99.8 %) with grain diameters ranging from 0.11 mm to 0.60 mm, a median grain diameter of 0.56 mm, and the particle density of 2.65 g cm$^{-3}$ (U.S. Silica Company, 2009). The saturated hydraulic conductivity, determined using the constant-head method implemented without a water tank is $1.66 \times 10^{-4}$ m s$^{-1} \pm 0.32 \times 10^{-4}$ m s$^{-1}$ (Reynolds and Elrick, 2002).

To set up the hanging water column an outlet at the base of a cylindrical Al container (inner diameter: 2.56 cm, height: 10 cm) was connected via Tygon tubing to a burette filled with distilled water. A pressure transducer (PX409USB, Omega®, Manchester, UK) was attached to the burette to record water level changes in the burette every second. The bottom of the Al container was covered with several layers of
moist Whatman #4 filter paper after removing any air bubbles in the hanging water column by suction. The 50 g of oven-dried sand was then incrementally moist-packed into the Al container up to 5.6 (± 0.1) cm and the sand columns were fully-saturated overnight prior to the experiment. The bulk density (= mass of dry sand/total volume of packed sand column) was 1.74 (± 0.03) g/cm³ and the porosity (=1-bulk density/particle density), of the packed sand column was 0.34 (± 0.01). A pre-saturated Flint sand column sample, connected to a hanging water column, was set up at the HFIR CG 1-D beamline. At the facility, the top of the Al container was attached to the sample holder while allowing air to flow into the Al container through small holes. The sample was placed 24 cm away from the detector to minimize the scattering effect due to the initial high water content of the sample.

Neutron Radiography

Neutron imaging was performed using cold neutrons at the High Flux Isotope Reactor (HFIR) Cold Guide (CG) 1-D beam line at Oak Ridge National Laboratory. Neutron attenuation by the sample was detected with a 25 µm LiF/ZnS scintillator and a charge coupled device (CCD) camera system (iKon-L 936, Andor Technology plc. Belfast, UK). The resulting field of view was ~ 7 × 7 cm with image resolution ~75 µm per pixel. The ratio of the distance between the aperture and the detector to its aperture diameter (the L/D ratio) was 625 and the neutron flux was 5 × 10⁵ cm⁻²s⁻¹.

The sand column was subsequently drained stepwise under quasi-equilibrium conditions by adjusting the height of the hanging water column outside of the beamline to give various basal matric potential values of -2.1 cm, -8.0 cm, -11.8 cm, -15.0 cm, -16.6 cm, -18.3 cm, -20.8 cm, -25.3 cm, and -46.7 cm. Radiographic images were acquired at each quasi-equilibrium state during the drainage process with an exposure time of 60 s. Photographs of the experimental set up are shown in Fig. 4-1⁴. The oven-dry Flint sand sample in the Al container was also imaged later for normalization.

⁴ Note: All tables and figures are located in Appendix D.
Replicate experiments were not possible because of the limited amount of beam time available for the experiment.

**Image Analysis**

All image processing and quantitative analyses were performed using the MATLAB (Version 7.11, R2010b-SP1, Mathworks, Inc., 2011) and ImageJ (Version 1.43m, National Institutes of Health, 2009) software packages. The collected raw images were normalized with respect to reference images of the open beam and dark field to correct for background noises, inhomogeneities in the beam and detector, and fluctuations in the neutron flux. The normalized images were despeckled using a median filter (5 pixels × 5 pixels) to remove bright pixels mainly due to scattered γ-rays. All of the normalized wet images were then divided by the normalized oven dry image to measure the water thickness of the sample. Details of image processing procedures for neutron radiography are given by Kang et al. (2013).

The water thickness of each pixel in the neutron radiographs of the sample was calculated using following empirical equation:

\[
\tau_{(i,j)} = -\frac{\Sigma}{2\beta} - \sqrt{\left(\frac{\Sigma}{2\beta}\right)^2 - \frac{1}{\beta}\ln\left(\frac{l_{\text{wet}}}{l_{\text{dry}}}\right)_{(i,j)}}
\]

where, \(\tau_{(i,j)}\) is water thickness in cm, \(\Sigma = 5.542\ \text{cm}^{-1}\), \(\beta = -2.140\ \text{cm}^2\), and \(l_{\text{wet}}\) and \(l_{\text{dry}}\) are the normalized wet and dry images, respectively. The attenuation coefficient \(\Sigma\) and correction coefficient \(\beta\) were previously obtained at HFIR CG 1-D and the water thicknesses of all the calibration data were predicted with an accuracy of ± 0.022 cm (Kang et al., 2013).

To compute the volumetric water content \((\theta_{ij}, \text{cm}^3\text{cm}^{-3})\) at a pixel \((i,j)\) from neutron radiography of a cylindrical container, the measured water thickness was divided by the beam path length \((C_{ij})\), which is the chord length for a circle:

\[
\theta_{ij} = \frac{\tau_{ij}}{C_{ij}} \times \frac{\text{pixel area}}{\text{pixel area}} = \frac{\tau_{ij}}{C_{ij}}
\]
where \( C_{ij} = 2\sqrt{r^2 - a_{(i,j)}^2} \), \( r \) is the radius of the sand column (cm), and \( a_{(i,j)} \) is the distance from the center of the column to the pixel \((i, j)\) (cm).

**Construction of Point and Average Water Retention Curves**

A grid of 120 points (pixels) was superimposed on the images (Fig. 4-2), and the individual volumetric water content values \((\theta_{ij})\) at these locations were combined with information on the known distribution of matric potential \((\psi)\) within the sample to give point water retention curves for 120 selected locations. Figure 4-3 shows selected volumetric water content images (882 x 1898 pixels) during drainage of Flint sand at basal matric potentials of -8 cm, -11.8 cm, -15.0 cm, -16.6 cm, -18.3 cm, -20.8 cm, and -46.7 cm for 4 example pixel locations, (100,400), (100, 800), (100, 1200), and (100, 1600), out of the 120 points analyzed. To construct the point water retention curve, the volumetric water content was measured for each point using equation [2]. The absolute value of matric potential of each point was calculated by adding the height of the pixel to the absolute value of basal matric potential as shown in Fig. 4-3a. Volumetric water contents for the different pixel locations were then plotted as functions of their matric potentials to construct 120 point water retention curves. Figure 4-3b shows point water retention data for the four example locations (4.3 cm, 3.1 cm, 1.8 cm, and 0.6 cm height above the phase barrier).

In order to obtain the average volumetric water content \(<\theta>\) for each matric potential applied, the individual \(\theta_{ij}\) values from the neutron radiographs were arithmetically averaged over the imaged area:

\[
<\theta> = \frac{\sum_{i}^{n} \theta_{ij}}{n}
\]  

[3]

where \( n \) is the total number of pixels within the region of interest (ROI) indicated by the rectangle in Fig. 4-2. This ROI was selected to maximize the column area available for averaging while excluding any edge effects and surface variations.
Parameterization of Point Water Retention Data

The point water retention data were parameterized by fitting the Brooks and Corey, BC, equation (Brooks and Corey, 1964). The Brooks and Corey (1964) equation is particularly applicable to point data because it includes a distinct air entry value (Cropper et al., 2011). The Brooks and Corey equation is given by:

\[ \theta = \begin{cases} 
\theta_s & 0 > \psi \geq \psi_a \\
\theta_r + (\theta_s - \theta_r) \times \left(\frac{\psi_a}{\psi}\right)^\lambda & \psi < \psi_a 
\end{cases} \]  

where \( \theta \) (cm\(^3\)cm\(^{-3}\)) is volumetric water content, \( \theta_s \) (cm\(^3\)cm\(^{-3}\)) is the saturated volumetric water content, \( \theta_r \) (cm\(^3\)cm\(^{-3}\)) is the residual volumetric water content, and \( \psi_a \) (cm) is the air-entry value, and \( \lambda \) (dimensionless) is the pore-size distribution index.

Equation [4] was fitted to the 120 point water retention data sets using segmented non-linear regression (Marquardt method) in SAS 9.2 (SAS Institute Inc., Cary, NC). An example fit for parameterization using directly measured point water retention data at a physical point, (100, 800), is shown in Fig. 4-4. The estimated values of \( \theta_s, \theta_r, \psi_a, \) and \( \lambda \) from this fit were 0.33, 0.02, 17.95, and 9.76, respectively. The \( R^2 \) value for this fit was 0.993. All of the fits converged successfully except for 5 pixels which were excluded from the remaining analyses. The goodness of fit was assessed based on the root mean square error (RMSE) and by linear regression of the observed and predicted \( \theta \) values to give a coefficient of determination \( (R^2) \). The Brooks-Corey parameters for the 115 converged fits were summarized using histograms, and their median and mean values were computed. Hereafter the median and mean values of the directly obtained point Brooks-Corey parameters are referred to as “median_DP” and “mean_DP”, respectively.

A point water retention function was also extracted by inverse modeling the average water retention curve data. TrueCell (Jalbert et al., 1999), a Windows interface based on Liu and Dane’s (1995b) FORTRAN program, was employed to inversely extract Brooks-Corey point parameters from the average water retention data. TrueCell uses inputs of column configuration and the density of the non-wetting and wetting fluids
to take into consideration the vertical variation in matric potential and volumetric water content within a column in order to establish the relationship between the average and point retention functions, i.e.

\[
|\psi| = |<\psi>| + z_n \frac{\rho_n}{\rho_w} - z_w + \left(1 - \frac{\rho_n}{\rho_w}\right) z
\]

\[
|<\theta>| = \frac{1}{z_c} \int_0^{z_c} \theta(|\psi|) dz
\]

where \(<\psi>\) (cm) is the average matric potential, \(<\theta>\) (cm\(^3\)cm\(^{-3}\)) is the height averaged volumetric water content, \(\psi\) (cm) is the point matric potential, \(\theta\) (cm\(^3\)cm\(^{-3}\)) is the point volumetric water content, \(z_n\) (cm) and \(z_w\) (cm) are the heights where the pressures of the non-wetting (i.e., air) and wetting (i.e., water) fluids are measured, respectively, \(z\) (cm) is the height at a point, \(z_c\) (cm) is the column height, and \(\rho_n\) (gcm\(^{-3}\)) and \(\rho_w\) (gcm\(^{-3}\)) are the densities of the non-wetting and wetting fluids, respectively. For this particular fitting, \(z_c = 5.4\) cm, \(z_w = 2.7\) cm, \(z_n = 5.4\) cm, \(\rho_n = 1\) gcm\(^{-3}\), and \(\rho_w = 0\) gcm\(^{-3}\). TrueCell produced one set of point Brooks and Corey parameter estimates using the average water retention data.

**HYDRUS 1-D Numerical Simulation**

HYDRUS 1-D (Šimůnek et al., 1998), a Windows-based software for simulating water flow and solute transport in one-dimensional variably saturated soils using numerical solutions, was used for the forward numerical simulation of the cumulative outflow of water from Flint sand in response to step changes in applied pressure. The mean and median values of the 115 Brooks-Corey parameters were used as inputs to the numerical model. The point parameters extracted by TrueCell were also used to simulate the cumulative outflow of Flint sand. The predicted cumulative outflows using the three sets of point parameters were then compared with the cumulative outflow independently measured with the pressure transducer.
3. Results and Discussion

2-D neutron radiographic images of quasi-equilibrium volumetric water contents at nine imposed basal matric potential were obtained during monotonic drying of Flint sand at the HFIR CG1-D beamline. 120 point water retention data sets were obtained from these images as described earlier. The Brooks and Corey (1964) equation was fitted to each data set using segmented non-linear regression in SAS. 98.5% of the fits converged successfully yielding 115 sets of the four Brooks and Corey parameters. The RMSE of the fits ranged from 0.005 to 0.078 cm$^3$cm$^{-3}$ while the R$^2$ values were between 0.860 and 0.999. The median (and mean) RMSE and R$^2$ values were 0.019 (0.024) and 0.985 (0.975), respectively. The parameter estimates from the converged fits were summarized using histograms (Fig. 4-5). The histograms show considerable meso-scale variability within this homogenous sand column possibly due to differences in local porosity, connectivity of pores, and pore-size distribution caused by the packing procedure employed. The $\theta_s$ parameter exhibited the greatest variation. The frequency distribution for $\theta_s$ is clearly positively skewed, with a few very high estimates of $\theta_s$. This is perhaps not surprising since $\theta_s$ is likely to be quite sensitive to packing and surface and edge effects. Furthermore, it represents an estimate of the water content at saturation, which is the condition that is least accurately measured by the neutron imaging method (Cheng et al., 2012; Kang et al., 2013). The fitted values of $\theta_s$, $\theta_r$, $\psi_a$, and $\lambda$ ranged between 0.303-0.550 cm$^3$cm$^{-3}$, 0.000-0.061 cm$^3$cm$^{-3}$, 14.501-19.099 cm, and 3.549-7.586, respectively. The median and mean values of the 115 sets of point Brooks-Corey parameters were calculated, and are given in Table 4-1.

Another set of fitted BC point parameters was obtained from the average water retention data using TrueCell (Liu and Dane, 1995; Jalbert et al., 1999). Fig. 4-6 shows the observed and best fit points for the average water retention curve, as well as the extracted point water retention curve. The RMSE and R$^2$ values for this fit were 0.013 and 0.997, respectively. The resulting point Brooks-Corey parameters were 0.364 cm$^3$cm$^{-3}$, 0.025 cm$^3$cm$^{-3}$, 17.250 cm, and 6.649 for $\theta_s$, $\theta_r$, $\psi_a$, and $\lambda$, respectively (Table 3-1).
Table 4-1 summarizes the point Brooks and Cory parameter estimates determined by both direct neutron radiographic measurement (mean and median values) and by TrueCell inverse modeling. Because of the skewed frequency distributions, particularly for $\theta_s$, the median value parameters were closer to the TrueCell estimates than the mean values. This effect can be seen in Fig. 4-7 in which the point retention curve constructed using the median_DP showed excellent agreement with the point retention curve of TrueCell, while the mean_DP curve resulted in an overestimation of $\theta$ prior to air entry.

The HYDRUS1-D forward numerical simulations of drainage in Flint sand due to step changes in applied pressure using the three sets of Brooks-Corey parameters, TrueCell, median_DP, and mean_DP, are shown in Fig. 4-8. The cumulative outflow predicted by HYDRUS using these different parameters were compared with the independent transducer data. RMSE values for TrueCell, median_DP, and mean_DP relative to the transducer data were 0.091, 0.091, and 0.126 cm, respectively. The number of observations for cumulative outflow was 18,379 in each case. Although there were some systematic discrepancies between the results predicted using the point parameters and the transducer data, in general, the predicted steps in outflow responded similarly to those measured by the transducer. It is also clear that that the median_DP result is closer to the transducer data than that of the mean_DP prediction due to the skewed nature of some of the histograms for the point Brooks-Corey parameters (Fig. 4-5).

4. Conclusions

Point water retention functions for Flint sand were directly determined using quantitative neutron radiography. The Brooks and Corey model provided a good fit to the point water retention data obtained by neutron radiography.

The median Brooks-Corey parameters, estimated by fitting the directly measured 115 point water retention curves, compared favorably with those extracted from the average water retention curve using TrueCell. HYDRUS 1-D forward numerical
simulations showed that the predicted cumulative outflows using point parameters obtained by both direct and inverse methods were in good agreement with independently measured transducer data.

Neutron imaging shows considerable promise as a non-destructive method for investigating small scale variations in hydraulic properties within a soil column. The advantage of using neutron radiography for measuring the point retention function is that multiple point curves are obtained for a single sample. Our results suggest that meso-scale variations occur in this hydraulic property, even for a homogenous material. Further research is needed for integrating these variations in order to predict an average water retention curve at the column scale, especially in the case of layered and heterogeneous materials.
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Table 4-1 Brooks and Corey parameters for point water retention curves directly measured by neutron radiography and those from TrueCell inverse modeling of average water retention data.

<table>
<thead>
<tr>
<th>Measurement/Estimation Method</th>
<th>Brooks-Corey parameter estimates</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\theta_s$</td>
<td>$\theta_r$</td>
</tr>
<tr>
<td>Point radiography data, median values</td>
<td>0.364</td>
<td>0.026</td>
</tr>
<tr>
<td>Point radiography data, mean values</td>
<td>0.374</td>
<td>0.027</td>
</tr>
<tr>
<td>Average radiography data, TrueCell</td>
<td>0.364</td>
<td>0.025</td>
</tr>
</tbody>
</table>

Note: $\theta_s$ is the saturated volumetric water content, $\theta_r$ is the residual volumetric water content, $\psi_a$ is the air-entry value, $\lambda$ is the pore-size distribution index, and $n$ is the number of water retention curves analyzed.
Figure 4-1 Hanging water column set up for Flint sand at the HFIR CG1-D beamline. Various basal matric potentials were achieved by adjusting the height of the hanging water column outside of the beamline. The transducer attached to the burette recorded water level changes in the burette every second.
Figure 4- 2 Example of the 8 x 15 grid superimposed on a 2-D radiographic image (882 x 1,898 pixels) of air (white) displacing water (blue) in Flint sand at a given equilibrium basal matric potential used to construct the 120 point water retention curves. The ROI (red rectangle) was used to calculate the average water content.
Figure 4-3 (a) Selected volumetric water content images during drainage of Flint sand at basal matric potentials of -8 cm, -11.8 cm, -15.0 cm, -16.6 cm, -18.3 cm, -20.8 cm, and -46.7 cm. The blue and white colors correspond to high and low water contents, respectively. The red dots denote 4 example pixel locations, (100,400), (100,800), (100,1200), and (100,1600) on the 8 x 15 grid. The dashed lines correspond to the heights of these pixel locations above the phase barrier, i.e., 4.3 cm, 3.1 cm, 1.8 cm, and 0.6 cm, respectively. The absolute value of matric potential for each point was calculated by adding the pixel elevation above the phase barrier to the absolute value of basal matric potential. (b) The resulting point water retention curves for the 4 example pixel locations: (100,400), (100,800), (100,1200), and (100,1600).
Figure 4- 4 Example fit of the Brooks and Corey equation to the directly measured point water retention data for pixel location (100,800).
Figure 4-5 Histograms for the 115 best fit estimates of the Brooks and Corey parameters: $\theta_s$, $\theta_r$, $\psi_a$, and $\lambda$. 
Figure 4-6 The point Brooks and Corey function (dashed line) obtained using the TrueCell inverse model based on fitting (the crosses, FIT data) to the observed average water retention data (the circles, EXP data). The $R^2$ for this fit was 0.997. The resulting Brooks and Corey parameter estimates are listed in Table 4-1.
Figure 4- 7  Point water retention functions obtained using the median_DP (short dashed line), mean_DP (solid line) and TrueCell (long dashed line).
Figure 4-8 Comparison of cumulative outflow simulated by HYDRUS 1-D using three sets of Brooks-Corey parameters: median_DP (dashed line), mean_DP (dotted line), and TrueCell (dashed-dotted line) as compared to the cumulative outflow measured with the Transducer (solid line). RMSE values for TrueCell, median_DP, and mean_DP relative to the transducer data were 0.091, 0.091, and 0.126 cm, respectively.
CHAPTER V
DIFFUSIVITY AND SORPTIVITY OF BEREA SANDSTONE
DETERMINED USING NEUTRON RADIOGRAPHY
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Abstract

Neutron radiography is increasingly being used to study the dynamics of water movement in variably-saturated porous media. It has been applied to visualize water imbibition in both natural and engineered materials, including soil, rock, brick, concrete, and glass. The sorptivity, $S$, and unsaturated diffusivity, $D(\theta)$, are important parameters for describing water movement under partially-saturated conditions. Estimates of $S$ and $D(\theta)$ have been obtained using a variety of techniques, including neutron imaging. However, we could find no previous reports of such measurements for Berea sandstone, regardless of the method employed. Berea sandstone is a widespread, medium- to fine-grained terrestrial sandstone of Mississippian age, that is used extensively as a standard porous medium in the geology and petroleum engineering fields. We used the CG-1D neutron imaging facility at the High Flux Isotope Reactor of Oak Ridge National Laboratory to estimate $S$ and $D(\theta)$ from radiographs acquired every 26 s. A 25 µm thick LiF/ZnS scintillator was employed in conjunction with a DW936 IkonL ANDOR™ charge coupled device (CCD) camera system, giving a spatial imaging resolution of ~75 µm. Four replicate cores were investigated. The positions of the observed wetting fronts were linearly regressed against the square root of time. Sorptivity values calculated from the slopes of these relations ranged from 0.89 to 1.46 mm s$^{-1/2}$. Further analysis yielded $D(\theta)$ functions. These functions were very
reproducible and showed good agreement with independent $D(\theta)$ values calculated from relative permeability and capillary pressure -saturation data for Berea sandstone. To the best of our knowledge these are the first published estimates of $S$ and $D(\theta)$ for Berea sandstone. Our results clearly demonstrate the effectiveness of neutron imaging in providing high quality, quantitative data for the computation of unsaturated flow parameters.
1. Introduction

Neutron imaging is based on measuring the transmitted intensity of neutrons through a sample, either in two dimensions (radiography) or three dimensions (tomography) (Anderson et al., 2009). Because neutrons are strongly attenuated by hydrogen, but much less attenuated by air in partially-saturated pores and solids that make up the mineral matrix, this technique is increasingly being used to study water movement in porous media. Over the past 25 years, it has been applied to visualize the dynamics of water imbibition in both natural and engineered materials, including brick, concrete, porous glass, rock, and soil.

In an early study, Brenizer and Gilpin (1987) used real time neutron radiography to quantify the advance of wetting fronts into initially dry sand columns. The transient infiltration of water into packed beds of soil aggregates has been visualized using neutron radiography (Carminati et al., 2007a and 2007b; Carminati and Flühler, 2009). Żołądek et al. (2008) employed neutron radiography to investigate water imbibition into granular zeolite beds.

Prazak et al. (1990) used neutron radiography to document water uptake in vacuum-pressed ceramic, limesand brick, and aerated concrete. Pel et al. (1993) applied scanning neutron radiography to determine the unsaturated diffusivity from water content profiles measured on clay brick and kaolin clay. Pleinert et al. (1998) utilized neutron radiography to quantify water uptake in brick samples. Nemec et al. (1999) applied fast, quasi-real-time neutron radiography to study the impregnation of silicone-based hydrophobic agents in clay bricks. Islam et al. (2000) studied the water adsorption characteristics of some Bangladeshi and Slovenian building materials using neutron radiography. More recently, El-Abd, Milczarek, and colleagues have employed neutron radiography in numerous studies on imaging the capillary imbibition of water in bricks (Czachor et al., 2002; El-Abd and Milczarek, 2004; El Abd et al. 2005, 2009; Milczarek et al., 2005).

de Beer et al. (2004, 2005) compared traditionally measured sorptivity values for concrete with those obtained by neutron radiography and found good agreement between the methods. Brew et al. (2009) provide another example where sorptivity values obtained by neutron radiography agreed well with those obtained by the traditional gravimetric method. The rate of water penetration into dry concrete samples, with capillarity as the driving force, has also been investigated using neutron tomography (McGlinn et al., 2010).

Masschaele et al. (2004) and Dierick et al. (2005) presented neutron tomograms for water and other fluids moving into limestone and sandstone rock samples, some of which had been treated with a water repellent. Middleton et al. (2005) investigated spontaneous imbibition of water into air-filled Mardie Greensand and Barrow group sandstone samples using the dynamic neutron radiography capabilities of the SAFARI-1 reactor at NECSA, Pelindaba in South Africa.

The observed data were fitted to a simple diffusion equation with a constant diffusion parameter. Hassanein et al. (2006) imaged the capillary imbibition of deionized water and a 20% solution of NaCl into initially-dry rock samples (Mansfield sandstone, Salem limestone, and Hindustan whetstone) of various sample sizes, up to 40 cm. Their results show variations in sorptivity as a function of rock type, sample size, solution type, and mode of imbibition (top down versus bottom up). Cnudde et al. (2008) further explored the usefulness of high-speed neutron radiography for quantifying water uptake in rocks by capillarity. Hameed et al. (2009) and Zawisky et al., 2010 employed neutron radiography and tomography to compare the uptake of different consolidants by porous building stone used in historic buildings (Hameed et al., 2009; Zawisky et al., 2010). Recently, Gruener et al. (2012) have observed (at the micro-scale) capillarity-driven water imbibition into a nanoporous glass (Vycor) using neutron radiography.

We describe replicated dynamic neutron radiography experiments involving water imbibition into initially-dry Berea sandstone cores. Berea sandstone is naturally-occurring sedimentary rock used extensively as a standard porous medium for petrophysical investigations in the geology and petroleum engineering fields (Churcher et al., 1991). It is a medium- to fine-grained terrestrial sandstone of Mississippian age,
found predominantly in Ohio and surrounding states. The mineral matrix is composed primarily of quartz (~93%) (Pepper et al., 1954), and so it is well-suited for imaging water uptake with neutrons.

The neutron radiography data collected in this study are used to calculate the sorptivity, \( S \) [LT\(^{-0.5}\)], and the unsaturated diffusivity function, \( D(\theta) \) [L\(^2\)T\(^{-1}\)], for Berea sandstone. These parameters are well established in soil physics for quantifying the movement of a capillary wetting front into partially-saturated soil. The sorptivity parameter is defined by the following expression (Philip, 1957):

\[
S = \frac{x_{wf}}{\sqrt{t}} \tag{1}
\]

where \( x_{wf} \) is the wetting front position, equivalent to cumulative infiltration per unit area (L), and \( t \) (T) is time.

The diffusivity function is given by (Bruce and Klute, 1956):

\[
D(\theta) = K(\theta) \times \frac{dh}{d\theta} \tag{2}
\]

where \( K(\theta) \) [LT\(^{-1}\)] is the unsaturated hydraulic conductivity function, and \( \frac{dh}{d\theta} \) [L] is the slope of the capillary pressure-saturation function.

Both \( S \) and \( D(\theta) \) are relevant in the geology and petroleum engineering fields where they have been used evaluate reservoir rock wettability and the production of oil through spontaneous imbibition of water (Handy, 1960; Standnes, 2004).

A variety of experimental techniques, including gravimetric analysis (Reda Taha et al., 2001; Janz, 2002; Carmeliet et al., 2004; Tyner et al., 2006), geomechanical analysis (Kranz et al., 1990), and gamma-ray (Tyner and Brown, 2004) and magnetic resonance imaging (Gombia, 2008) have been employed to measure \( S \) and \( D(\theta) \). Determinations based on neutron imaging data have been published for soil (Brenizer and Gilpin, 1987), brick (Pel et al., 1993; El-Abd and Milczarek, 2004; El Abd et al., 2009), cement (Brew et al., 2009), and rock - Mansfield sandstone, Salem limestone,
and Hindustan whetstone (Hassanein et al. 2006), but not for Berea sandstone. Only two previous neutron imaging studies involving Berea sandstone were found in the literature, both focusing on core flood experiments. Jasti et al. (1987) flooded an initially mineral oil-saturated Berea sandstone core with water in order to observe the migration of the immiscible front, while Jasti and Fogler (1992) recorded fluid distribution changes due to a miscible tracer pulse in flooding experiments performed on Berea sandstone cores.

The spontaneous imbibition of water by dry Berea sandstone has been documented in numerous oil- and gas-related publications (e.g., Garg et al., 1996; Schembre et al., 1998; Li and Horne, 2001; Kaul et al., 2004). However, we could find no previous reports of S or D(θ) calculations for this material, regardless of the actual measurement method employed. The vast majority of previous studies have focused on alternative theoretical analyses of the measured water uptake. Hammecker and Jeanette (1994) reported the slope of the linear relationship between height of capillary rise and the square root of time (equivalent to S) for five different sandstones, but not Berea sandstone. Only Dullien et al. (1977) seem to have reported this value for Berea sandstone, but their data were for the imbibition of a 2% NaCl brine solution, not water.

2. Materials and Methods

Four cylindrical Berea sandstone cores (designated A3, C3, D2, and O3) were selected to observe temporal changes in the spatial distribution of water during imbibition using neutron radiography. The cores were supplied by Coretest Systems, Morgan Hill, CA. Their dimensions are given in Table 5-15. Average porosity and intrinsic permeability values reported by Coretest Systems for these samples were 0.218 and 4.2 × 10^{-14} m^2, respectively. Relative (unsaturated) hydraulic conductivity versus relative saturation curves were measured using transient flow centrifugation at

5 Note: all the figures and tables are in Appendix F.
9,000 rpm as described by Hagoort (1980) and van den Berg et al. (2009). These curves were parameterized by fitting Eq. (13) of Brooks and Corey (1964) to the data; average values of the resulting residual saturation and epsilon parameters were 0.062 and 5.20, respectively. Point estimates of Brooks and Corey (1964) capillary–pressure saturation parameters for a different set of Berea cores are given in Cropper et al. (2011).

The water imbibition experiments were performed in the beamline at the High Flux Isotope Reactor (HFIR) CG-1D neutron imaging facility of Oak Ridge National Laboratory (ORNL). This beamline provides cold neutrons between approximately 0.8 and 10 Å (with a peak at ~2.6 Å). For this study a 25 µm thick LiF/ZnS scintillator was used in conjunction with a DW936 IkonL ANDOR™ charge coupled device (CCD) camera system, giving a spatial imaging resolution of ~75 µm. Additional technical details about the CG-1D beamline setup are given in Bilheux et al. (2013) and Kang et al. (2013).

The Berea sandstone cores were oven dried at 105°C for 24 h prior to placing them in the beamline so as to remove any pore water. After oven drying each core was placed in a cylindrical Al container with an inner diameter 2.9 cm and a height of 10 cm. The top and sides of the core within the Al cylinder were open to the atmosphere. A water inlet at the bottom of the cylinder was connected to a Mariotte bottle device (consisting of a sealed 50 ml plastic burette and bubbling tube) by Tygon tubing (R3603, 3.175 mm i.d. by 6.35 mm o.d., Fisher Scientific) filled with distilled water. Initially there was no hydraulic contact between the base of the rock core and the water in the tubing. Once image acquisition began (see below) the bubbling tube in the Mariotte bottle was raised to a height corresponding to the bottom of the Berea sandstone core to supply water at constant head for imbibition. A schematic diagram of the experimental set-up is shown in Fig. 5-1. Images were continuously acquired with a 20 s exposure time and 4 pixels × 4 pixels binning until the water reached the top of the core. Open beam (OB), dark field (DF), and oven dry Berea sandstone images were also acquired for normalization purposes.

All image processing and quantitative analyses were performed using the MATLAB (Version 7.11, R2010b-SP1, MathWorks®, Inc., 2011) and ImageJ (Version
1.43m, National Institutes of Health, 2009) software packages. For each acquired image, the two-dimensional distribution of water within the Berea sandstone core was determined as follows.

First, the raw images, \( I_{\text{Raw Image}} \), of the wet and oven dry sandstone cores were normalized with respect to reference images of the OB and DF, \( I_{\text{OB}} \) and \( I_{\text{DF}} \), respectively, using the following expression:

\[
I_n = f_k \frac{I_{\text{Raw Image}} - I_{\text{DF}}}{I_{\text{OB}} - I_{\text{DF}}} \tag{3}
\]

where \( f_k \) is a rescaling factor used to correct for fluctuations in the neutron flux. The \( f_k \) was determined for each image based on differences in the mean intensity values between selected empty areas (i.e., no core) in the raw images and the means of the same areas in the open beam images.

The normalized images \( (I_n) \) were then despeckled using a median filter (5 pixels × 5 pixels) to remove bright pixels due to scattered γ-rays. Figure 5-2 shows examples of the resulting normalized neutron radiographs for water uptake in Berea core sample C3 at selected times.

Next, the normalized wet images were divided by the normalized oven dry images to remove any attenuation effects associated with minerals in the core and/or the aluminum sample holder. The water thickness, \( \tau_{(i,j)} \), for each pixel \((i,j)\) in the neutron radiographs of the Berea cores was calculated using the following expression:

\[
\tau_{(i,j)} = -\frac{\mu}{2\beta} - \sqrt{\left(\frac{\mu}{2\beta}\right)^2 - \frac{1}{\beta} \ln \left(\frac{I_{\text{wet}}}{I_{\text{dry}}}_{(i,j)}\right)} \tag{4}
\]

where, \( \tau_{(i,j)} \) is water thickness (m), \( \mu \, (= 5.542 \times 10^2 \text{ m}^{-1}) \) is the attenuation coefficient for water, \( \beta \, (= -2.140 \times 10^4 \text{ m}^{-2}) \) is a coefficient that takes into account beam hardening,
and $I_{\text{wet}}$ and $I_{\text{dry}}$ are the normalized wet and dry images, respectively. The $\mu$ and $\beta$ values were determined by calibration using water-filled Al cells machined to give a range of known water thicknesses (Kang et al., 2013).

To compute the two-dimensional distribution of volumetric water contents in the cores, the measured water thicknesses were corrected for variations in the neutron transmission path length based on the chord length, $C_{(i,j)}$, for a circle:

$$C_{(i,j)} = 2 \sqrt{r^2 - a_{(i,j)}^2}$$ \hspace{1cm} [5]

where $r$ is the radius of the Berea core and $a_{(i,j)}$ is the distance from the center of the core to the pixel $(i,j)$.

The volumetric water content at pixel $(i,j)$, $\theta_{(i,j)}$ (m$^3$ m$^{-3}$), is then simply the ratio of the measured water thickness to the chord length, i.e.

$$\theta_{(i,j)} = \frac{\tau_{(i,j)} \times \text{pixel area}}{C_{(i,j)} \times \text{pixel area}} = \frac{\tau_{(i,j)}}{C_{(i,j)}}$$ \hspace{1cm} [6]

Between 46 and 102 images were analyzed in this way for each sandstone core (see Table 5-2). The time interval between consecutive images was 26 s (i.e., 20 s exposure time plus 6 s for image transmission/storage).
3. Results and Discussion

Sorptivity Analysis

Because the wetting front was not perfectly horizontal (Fig. 5-2), and to eliminate edge and lateral flow effects, we quantified the one-dimensional imbibition of water over time by selecting volumetric water contents, $\theta$, for a vertical column of pixels centered on the water inlet at the base of the sample holder. Figure 5-3 shows the volumetric water content versus distance profiles for all of the 90 neutron radiographs acquired for the Berea core sample C3. Distance corresponds to height above the free water table located at the bottom of the aluminum cylinder. From these profiles the position of the wetting front was determined as a function of time for each core. The location of the wetting front was defined as the distance at which the volumetric water content in the core goes to zero (i.e., the point where a given time profile intercepts the x-axis in Fig. 5-3). Ignoring the contribution of gravity, a common assumption with early time data such as these (each experiment lasted < 40 min and the maximum height of capillary rise was < 5 cm), the resulting wetting front positions were related to time (taken from the image time stamps) using Eq. [1]. The sorptivity parameter was estimated using linear regression. The bond number ($B_o = \rho g k / \sigma$) for Berea sandstone was calculated from the air-water interfacial tension, $\sigma = 0.0728$ N/m at 20 °C, the density of water, $\rho = 1,000$ kg/m$^3$, gravitational acceleration, $g = 9.81$ m/s$^2$, and intrinsic permeability, $k = 4.2 \times 10^{-14}$ m$^2$. The resulting value of $B_o = 5.6 \times 10^{-9}$ was much less than unity, which validates our assumption that capillary forces dominated over gravity in these experiments. Figure 5-4 illustrates the linearity of the wetting front location versus the square root of time for Berea core sample C3. Sorptivity values and the associated coefficients of determination ($R^2$ values) for all four cores tested are presented Table 5-2. All of the $R^2$ values were > 0.97, indicating excellent goodness-of-fit, with minimal scatter around the regression lines. The close correspondence between the observed data points and best fit predictions of Eq. [1] further supports the assumption that any effect of gravity on water uptake in these relatively short experiments was negligible. The regression estimates of sorptivity for Berea sandstone ranged from 0.89 to 1.46...
mm s$^{-1/2}$ (Table 5-2). The differences in $S$ values (equivalent to a coefficient of variation of \(\sim 20\%\)) can be attributed to a combination of natural variations in the connectivity and size distribution of pores within the rock cores and experimental error. The average sorptivity for Berea sandstone, calculated from the data in Table 5-2, was 1.17 mm s$^{-1/2}$. This estimate falls centrally within the range of values (0.10 – 1.72 mm s$^{-1/2}$) given by Hammecker and Jeannette (1994) for capillary-driven water uptake in sandstones. It also compares favorably with the value of 1.58 mm s$^{-1/2}$ reported by Dullien et al. (1977) for spontaneous imbibition of a 2% NaCl brine solution by Berea sandstone.

In addition to estimating the sorptivity parameter, we also used the neutron radiographs to calculate unsaturated diffusivity functions for Berea sandstone, as described in the next two sections.

### Boltzmann Analysis

To solve the non-linear diffusivity equation, which mathematically describes the transient flow of moisture in an unsaturated porous medium, the Boltzmann transformation, $\lambda$, was introduced (Bruce and Klute, 1956):

$$\lambda = \frac{x}{\sqrt{t}}$$  \[7\]

where $x$ is distance traveled by the wetting front.

For each water content versus distance profile $\lambda$ values were calculated using Eq. [7] and the volumetric water content data were re-plotted as a function of $\lambda$. Figure 5-5 shows the volumetric water contents, $\theta$, for Berea core sample C3 as a function of $\lambda$. Note that, with the exception of a few data sets generated from the early time images, all of the profiles generally converge into a single function that intercepts the x-axis at $\sim 0.9 \lambda$. The deviations indicate a departure from Boltzmann scaling at early times possibly due to limitations in spatial and/or temporal resolution during acquisition of the early time images and/or sample anisotropy/heterogeneity, resulting in the non-uniform distribution of water within the cores (Pel et al. 1993, Carmeliet et al. 2004). These
deviations could also be caused by an initial surge in positive pressure at the inlet when water flow was first initiated with the Mariotte system.

**Meyer and Warwick Diffusivity Analysis**

An analytical solution was used to extract unsaturated diffusivity functions from the Boltzmann transformed data sets. Assuming negligible effects due to gravity and zero initial water content, the expression for the normalized water content profile at all times is given by (Meyer and Warrick, 1990):

\[
\frac{\theta}{\theta_s} = \frac{\left[1 - \left(\lambda / \lambda_i\right)\right]}{1 - A \left(\lambda / \lambda_i\right)}
\]  

[8]

where \( \theta_s \) is the satiated volumetric water content, \( A \) is a shape factor, and \( \lambda_i \) is the value of \( \lambda \) where \( \theta = 0 \).

The Boltzmann analysis profiles were normalized by division by the \( \lambda_i \) values for each core, corresponding to the position of the wetting front. For example, the average \( \lambda_i \) for C3 was 0.89. Equation [8] was then fitted to the normalized Boltzmann profiles in order to estimate \( \theta_s \) and \( A \) using the Marquardt non-linear regression method in SAS 9.2. Figure 5-6 shows an example fit for Berea core sample C3. The fit is very good, with an \( R^2 \) value of 0.85. Results for all of the cores tested are listed in Table 5-3, which shows very little variation (coefficients of variation were < 10% in both cases) among the estimated \( \theta_s \) and \( A \) values. It should be noted that because of air entrapment during imbibition, the average satiated water content, \( \theta_s \), represents only 56% of total saturation, based on the porosity. This value is quite a bit lower than that for soil materials, in which \( \theta_s \) is usually about 85% of total saturation (Dane and Hopmans, 2002).

Using the \( \theta_s \) and \( A \) parameters from the non-linear regression along with the average \( \lambda_i \) values, the unsaturated diffusivity function, \( D(\theta) \), can be constructed using the method described by Meyer and Warrick (1990):
\[ D(\theta) = -0.5 \left[ \frac{A_3 - A_1 A_2}{(A_3 - A_2 \theta)^2} \right] f(0, \theta) \]

\[ f(0, \theta) = -\left( \frac{1}{A_2} \right) \theta + \left( (A_1 A_2 - A_3) / A_2^2 \right) \ln \left[ \frac{\theta - (A_3 / A_2)}{(A_3 / A_2)} \right] \]

where \( A_1 = \theta_s, A_2 = -A/\lambda_i, \) and \( A_3 = -\theta_s/\lambda_i. \) For example, \( A_1 = 0.11, A_2 = -1.02, \) and \( A_3 = -0.13 \) for Berea rock core C3. Figure 5-7 shows the calculated log unsaturated diffusivity functions for all four Berea rock cores. There was very good reproducibility, with less than one log unit variation in \( D(\theta) \) between samples over the entire range of water contents. The \( D(\theta) \) values decreased non-linearly over several orders of magnitude with decreasing water content (Fig. 5-7). There was also reasonable agreement between the calculated \( D(\theta) \) values and the function predicted from \( K(\theta) \) and \( d\ln/d\theta \) data for Berea sandstone using Eq. [2]. The largest deviations, which were always less than one order of magnitude, occurred at the higher water contents. This is not surprising given the different experimental protocols involved (i.e., wetting up from oven dryness versus drainage from a saturated state). Kranz et al. (1990) published an estimate of the unsaturated diffusivity for a saturated Berea sandstone core, determined using pore water pressure oscillations. However, their estimated value of \( 3 \times 10^4 \text{mm}^2 \text{s}^{-1} \) (or 4.48 in log scale units for comparison with Fig. 5-7) was only for a single volumetric water content (of 0.23 \( \text{m}^3\text{m}^{-3} \)), well outside the unsaturated range considered here. Other than the study by Kranz et al. (1990) we could find no other comparable analyses for Berea sandstone in the literature. Thus, our results appear to be the first to describe the functional dependence of diffusivity on water content for this widely-used standard porous medium.

4. Conclusions

The imbibition of water into four replicate core samples of initially dry Berea sandstone was visualized using neutron radiography. The results showed a strong linear relationship between the observed wetting front and the square root of time, indicating that capillary forces dominated over gravity in these experiments. Sorptivity
values were calculated from the imaging data, and appear to be the first reported for this widely-used standard porous medium. Further analysis, based on the Boltzmann transformation and analytical model of Meyer and Warwick (1990), yielded diffusivity versus water content relationships (again, the first to be reported for Berea sandstone), which showed very good agreement between the samples. These results clearly demonstrate the effectiveness of neutron imaging in providing high quality, quantitative data for the computation of unsaturated flow and transport parameters. Furthermore, because the data are spatially resolved, they also provide the option of estimating these parameters by inverse numerical modeling, an application not explored here, but one that certainly merits investigation in the future.
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Appendix E
Table 5-1 Dimensions of the four Berea sandstone cores.

<table>
<thead>
<tr>
<th>Sample #</th>
<th>Diameter (mm)</th>
<th>Length (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A3</td>
<td>25.3</td>
<td>50.8</td>
</tr>
<tr>
<td>C3</td>
<td>25.8</td>
<td>51.2</td>
</tr>
<tr>
<td>D2</td>
<td>25.5</td>
<td>51.7</td>
</tr>
<tr>
<td>O3</td>
<td>25.5</td>
<td>50.6</td>
</tr>
</tbody>
</table>
Table 5-2 Results of sorptivity analyses for the wetting front versus the square root of time, Eq. [1].

<table>
<thead>
<tr>
<th>Sample #</th>
<th>n</th>
<th>$S$ [mm s$^{-1/2}$]</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A3</td>
<td>102</td>
<td>1.18</td>
<td>0.986</td>
</tr>
<tr>
<td>C3</td>
<td>90</td>
<td>0.89</td>
<td>0.997</td>
</tr>
<tr>
<td>D2</td>
<td>69</td>
<td>1.14</td>
<td>0.978</td>
</tr>
<tr>
<td>O3</td>
<td>46</td>
<td>1.46</td>
<td>0.981</td>
</tr>
</tbody>
</table>

Note: $n =$ number of observations, $S =$ sorptivity, $R^2 =$ coefficient of determination
Table 5- 3 Results of fitting the Meyer and Warrick (1990) model, Eq. [9], to the normalized water content distributions.

<table>
<thead>
<tr>
<th>Sample #</th>
<th>n</th>
<th>$\theta_s$</th>
<th>A</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A3</td>
<td>24,017</td>
<td>0.13</td>
<td>0.87</td>
<td>0.87</td>
</tr>
<tr>
<td>C3</td>
<td>22,600</td>
<td>0.11</td>
<td>0.91</td>
<td>0.85</td>
</tr>
<tr>
<td>D2</td>
<td>21,580</td>
<td>0.12</td>
<td>0.80</td>
<td>0.83</td>
</tr>
<tr>
<td>O3</td>
<td>13,463</td>
<td>0.13</td>
<td>0.89</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Note: n = number of observations, $\theta_s$ = satiated water content, $A$ = shape factor, $R^2$ = coefficient of determination
Figure 5-1 A schematic diagram of the Mariotte bottle setup used to supply water to the base of the sandstone core at constant head.
Figure 5-2 Examples of normalized neutron radiographs at selected times for water imbibition by Berea core sample C3: light grey = oven dry, dark grey = satiation.
Figure 5-3 Volumetric water content as a function of distance at different times (identified by different colors) for Berea core sample C3. The volumetric water contents were measured along the central vertical line from a total of 90 images.
Figure 5-4 Wetting front position as a function of the square root of time for 1-D vertical flow in Berea core sample C3. The slope of the linear regression is defined as the sorptivity.
Figure 5-5 Volumetric water content as a function of the Boltzmann variable, \( \lambda \) at different times (identified by different colors) for Berea core sample C3. Note: several curves (identified by dotted lines) at early times of imbibition deviate from the later stage curves which converge into a single function. First three early times are indicated separately.
Figure 5-6 The analytical solution (solid line), proposed by Meyer and Warrick (1990), fitted to the normalized water content versus normalized $\lambda$ values (grey dots) for Berea core sample C3.
Figure 5-7 Log diffusivity as a function of volumetric water content for the four replicate Berea core samples: A3, C3, D2, and O3. The predicted function was calculated from $K(\theta)$ and $dh/d\theta$ data for Berea sandstone using Eq. [2].
CHAPTER VI
CONCLUSIONS
Neutron radiographic imaging of calibration cells, Flint sand, and Berea Sandstone has been conducted at two neutron imaging facilities: NIST-NCNR BT-2 and HFIR CG1-D beamlines. In chapters I and II, I demonstrated that neutron radiography is a very effective tool for quantifying water content in porous media and for measuring the average water retention curve. Volumetric water contents determined by neutron radiography were calculated on a pixel by pixel basis using an empirical calibration equation after taking into account beam hardening, scattering, and geometric corrections. The volumetric water content estimates from neutron imaging showed good agreement with experimental data measured independently by the hanging water column method. The van Genuchten model provided a good fit to the average water retention functions from neutron imaging and the hanging water column method.

In chapter III, I directly determined point water retention functions for Flint sand at selected 115 points (pixels) using neutron radiography and parameterized them using the Brooks and Corey (1964) model. The median and mean values of the point Brooks and Corey parameters were compared with parameter estimates from the TrueCell inverse model applied to average water retention curve data. The point water retention function constructed using the median parameter values corresponded more closely with the point function inversely extracted by TrueCell than did the curve produced by the means of the parameter estimates. This was due to skewed nature of the histograms for some of the point Brooks and Corey parameters. The cumulative outflows simulated by the HYDRUS 1-D numerical model using these measured and inversely estimated point parameters were very similar to those measured independently with a pressure transducer.

In chapter IV, four cylindrical Berea sandstone cores were selected to observe temporal changes in the spatial distribution of water during imbibition using neutron radiography. I investigated dynamic water flow in Berea Sandstone and the results showed a linear relationship between the distance of the wetting
front and the square root of time. The first reported sorptivity and diffusivity values for Berea Sandstone were calculated from analyses of the neutron radiographs.

Numerical models are important tools for evaluating, designing, and implementing environmental and energy related problems such as geologic storage of CO₂, shale gas extraction, and enhanced oil recovery. Hydraulic parameters are needed for numerical models to predict the movement of these fluids in both unfractured and fractured porous media. However, only limited experimental data are available for model inputs, especially for those applications with high temperature and pressure settings. Future research using quantitative neutron radiography may provide more accurate estimates of these input parameters. Special aluminum pressure cells will need to be constructed for this application since the hanging water column method is limited to relatively low capillary pressures. Additional work is needed to address the issue of scattering from samples with large water thicknesses and/or placed close to the detector. Experimental determination of the scattering component might be explored as an alternative to sample specific calibration and Monte Carlo modeling of the point scattered function. Neutron imaging of a range of natural soils would also be beneficial to the soil science community; such an application, however, will require additional detailed calibrations to account for the presence of hydrogen in organic matter. Finally, neutron tomography could be very useful for investigating hysteresis of the capillary pressure-saturation function if it were able to discriminate between air-fluid interfaces during wetting and drying.
MAIN APPENDIX
This main appendix contains a paper published by Warren et al in 2013 as a part of ORNL Laboratory Directed Research and Development (LDRD) program to investigate water transport in plant utilizing the HFIR R&D CG-1 beamline. Misun Kang performed 2-D image processing and participated in collection of data and the revision of the manuscript.


Abstract

Background and aims Knowledge of plant water fluxes is critical for assessing mechanistic processes linked to biogeochemical cycles, yet resolving root water transport dynamics has been a particularly daunting task. Our objectives were to demonstrate the ability to non-invasively monitor individual root functionality and water fluxes within Zea mays L. (maize) and Panicum virgatum L. (switchgrass) seedlings using neutron imaging.

Methods Seedlings were propagated for 1–3 weeks in aluminum chambers containing sand. Pulses of water or deuterium oxide were then tracked through the root systems by collecting consecutive radiographs during exposure to a cold-neutron source. Water flux was manipulated by cycling on a growth lamp to alter foliar demand for water.

Results Neutron radiography readily illuminated root structure, root growth, and relative plant and soil water content. After irrigation there was rapid root water uptake from the newly wetted soil, followed by hydraulic redistribution of water through the root system to roots terminating in dry soil. Water flux within individual roots responded differentially to foliar illumination based on supply and demand of water within the root system.
Conclusions Sub-millimeter scale image resolution revealed timing and magnitudes of root water uptake, redistribution within the roots, and root-shoot hydraulic linkages—relationships not well characterized by other techniques.

Introduction

Water flux through the soil-plant-atmosphere continuum is mediated by hydraulic conductivity of soil, plant roots, stems and leaves, which vary widely in their ability to facilitate water transport along this water potential energy gradient (Sperry et al. 1998). Mechanistic knowledge of these soil-plant water flux dynamics is a critical component of modeling land-atmosphere water and carbon exchanges (e.g., Lawrence et al. 2007); however, models require knowledge of root architecture and water uptake for validation and parameterization, data that are scarce and difficult to obtain (Hopmans and Bristow 2002; Javaux et al. 2008). Despite decades of investigation, in situ quantification of soil-plant water fluxes have not been fully successful due to a lack of suitable techniques capable of revealing roots or water fluxes at relevant spatial scales (μm to mm) (Pierret et al. 2005; Rewald et al. 2011). Direct physical sampling of soil water or roots can damage the delicate rhizosphere and xylem, thereby confounding subsequent interpretation of root function. Installations of soil or plant water sensors are similarly invasive, and represent only point measurements that integrate over a large area (multiple cm). Such caveats have led to exploration of non-invasive techniques to assess plant water content and fluxes including isotope (Waring and Roberts 1979; Nakanishi et al. 2003) or dye (Varney and Canny 1993; Querejeta et al. 2003) tracers, 2D light transmission (Garrigues et al. 2006), acoustics (Johnson et al. 2012), heat flow (Baker and van Bavel 1987), nuclear magnetic resonance (Van As 2007), X-ray (Pierret et al. 2003) and more recently, neutron imaging (Matsushima et al. 2008a, 2009; Oswald et al. 2008; Esser et al. 2010). Neutrons are ideally suited for this task since they readily
penetrate most common materials but are strongly attenuated by those containing hydrogen such as water. Root architecture (Moradi et al. 2009), root growth (Menon et al. 2007) and soil and plant water distribution (Nakanishi et al. 1999; Oswald et al. 2008; Tumlinson et al. 2008; Carminati et al. 2010; Moradi et al. 2011; Cheng et al. 2012) are thus readily imaged and quantified through calibration (Tumlinson et al. 2008; Oswald et al. 2008; Moradi et al. 2009; Kang et al. 2013) using neutron radiography. The desire to also track water fluxes through the soil-plant continuum has led to experimentation with positron emission tracers (e.g., 18F; Nakanishi et al. 2003) or deuterium oxide (D2O) tracers (Matsushima et al. 2008a, 2009; Zarebanadkouki et al. 2012), paired with neutron imaging. D2O has a much smaller neutron crosssection than H2O, which allows for pulse-chase experiments that can reveal water uptake or transport through linkage to changes in image contrast. Indeed, prior tracer work does show progressive change in contrast within stems of hibiscus, tomato and rose, major roots of tomato (Matsushima et al. 2008a, b, 2009) and lupine roots (Zarebanadkouki et al. 2012), which illustrates the utility of D2O to evaluate xylem water flux in situ. Attenuation of the neutron beam by H2O or D2O in plant tissues can be imaged using a charge-coupled device (CCD) camera at sufficient resolution to reveal dynamics in the sphere of hydration that exists in the rhizosphere around individual roots and relative hydration of plant tissue (Nakanishi et al. 2005; Moradi et al. 2011). Fine root hydration varies as soils dry (Domec et al. 2004), and the threshold between reversible loss of function and catastrophic failure has not been resolved. Individual root functionality is not readily assessed in situ, and therefore information regarding root capacity for water uptake under varying environmental conditions is largely absent. Data are needed to identify or verify soil hydraulic properties, dynamics of root and rhizosphere water uptake, xylem transport rates, and ultimately to inform models of soil or plant water flux (e.g., HYDRUS 2-D, STOMP, SWAP, SWMS_2D). Our objectives in this study were to use H2O, D2O and neutron imaging to assess root distribution in situ; assess the ability of individual fine roots to uptake and
redistribute water; and subsequently track the transport of that water through the soil-plant-atmosphere continuum.

**Materials and methods**

**Neutron imaging**

Neutron imaging is a non-invasive non-destructive imaging technique that is complementary to other imaging techniques such as NMR, X-ray or gamma imaging (Strobl et al. 2009; Bilheux et al. 2013). Due to the interaction properties of neutrons with matter, some light nuclei such as H and D greatly scatter neutrons, whereas some heavier elements such as Al, Si (e.g., SiO$_2$ – sand), Cu or Pb are not strong scatterers or absorbers of neutrons and can therefore be easily penetrated. Neutron radiography measures the attenuation of a neutron beam caused by absorption and scattering within a sample using a two-dimensional position sensitive detector that measures the transmitted neutron flux (Strobl et al. 2009). The beam attenuation caused by a homogeneous uniformly thick sample composed of a single isotope is given by

$$I(\lambda) = I_0(\lambda)e^{-\mu(\lambda)\Delta x}$$

where $I_0$ and $I$ are, respectively, the incident and transmitted beam intensities, $\mu$ is the attenuation coefficient and $\Delta x$ is the thickness of the sample. The attenuation coefficient $\mu$ is given by

$$\mu(\lambda) = \sigma_t(\lambda)\frac{\rho N_A}{M}$$

where $\sigma_t(\lambda)$ is the material's neutron cross section, $\rho$ is density, $N_A$ is Avogadro's number, and $M$ is the molar mass.

Neutron computed tomography (NCT) measures attenuation of a neutron beam in three dimensions by rotating a sample to record attenuation for multiple beam paths through an object. Straightforward extension of these basic formulas underpins the radiography of heterogeneous and irregularly shaped objects.
Computational reconstruction permits visualization and quantification of the sample in three dimensions.

**Plant propagation**

*Zea mays* L. (maize) or *Panicum virgatum* L. ‘Trailblazer’ (switchgrass) seedlings were grown in aluminum chambers, either rectangular (2.38 × 2.58 cm ID × 6.3 cm tall; 0.055 cm Al thickness), cylindrical (2.54 cm ID × 8.0 cm tall; 0.035 cm Al thickness) or constructed from thin, wide plates (1.05 ID × 15 × 17 cm; 0.31 cm Al thickness) containing fine (F) or course (C) grained sand with most particle sizes ranging from 0.1-0.3 mm (94%) or 0.3-0.6 mm (97%), respectively (F70 or Flint #13, U.S. Silica Company, Berkeley Springs, WV).

Treated maize seeds (Silver Queen, Mayo Garden Centers, Knoxville, TN) or switchgrass seeds were germinated, then planted just below the sand surface and propagated in an onsite growth chamber adjacent to the beam line. A balanced fertilizer with micronutrients was initially applied to the sand. The growing regime used a 16 h day at 23/20 °C (day/ night), with photosynthetically active radiation (PAR) from 300-550 µmol m⁻² s⁻¹. Replicate plants were maintained under relatively dry conditions, with daily additions of 1-7 ml of water to replace loss from evapotranspiration based on chamber weight, thus balancing plant viability with minimum soil water content. Imaging improves as the integrated cross-sectional H concentration declines. Water was withheld for 12-24 hours prior to initial imaging to maximize neutron penetration for radiographic assessment of 2D or 3D root architecture, and for radiographic tracking of water or D₂O pulses through the system. Volumetric soil water content (θ) in these cases ranged from 0.02-0.07 cm³ cm⁻³ (for NCT) or 0.05 to 0.10 cm³ cm⁻³ (for radiography).

**Neutron imaging experiments**

Neutron imaging was performed using cold neutrons at the High Flux Isotope Reactor (HFIR) CG1-D beam line at Oak Ridge National Laboratory.
Neutron attenuation by the plant samples was detected with a 25 μm LiF/ZnS scintillator linked to a CCD camera system (iKon-L 936, Andor Technology plc. Belfast, UK). The resulting field of view was ~7×7 cm with image resolution ~100 μm per pixel. The large Al plate chambers were significantly larger than our detector system, thereby requiring multiple images as the chamber was moved left, right, up and down in front of the detector using a robotic stage. Sixteen 300-s composite images were collected across the large plate chambers then spliced together to provide a view of the entire system, which allowed for selection of specific areas for focused radiography during irrigation events. A variety of different plant neutron imaging experiments were conducted to assess root architecture, growth and water flux dynamics using pulses of H₂O or D₂O (99.8 %; Cambridge Isotope Laboratories, Inc., Andover, MA, USA) added to the system—four key experiments are highlighted. The first experiment initially assessed the root structure of 20-d old maize and switchgrass plants growing together in a large plate chamber. A location composed primarily of maize roots in the center of the chamber was then selected for repeated measurements through time following a pulse of water. After initial imaging, 2 ml of H₂O were added with a syringe through an injection hole at the base of the chamber and repeated 300-s images were collected over the next 4 h. The second experiment also used a large plate chamber, in this case containing 15-d old maize seedlings. Five days prior to imaging, the daily incremental additions of H₂O were changed to D₂O in an effort to enhance image contrast. After an initial injection of 7 ml D₂O at the base of the chamber, daily additions ranged from 0 to 3 ml D₂O until imaging. Following initial composite imaging, an area was selected near the top of the chamber which included two germinated and one non-germinated seed hulls, one large sinker root, and multiple lateral roots. Initial 300-s images were collected, and then 9 ml of H₂O was injected at the base of the chamber. Images were collected over the next 12 h. The same focused area was also imaged once daily for the next 6 days to assess longer term fate of the irrigation pulse, as well as root growth. The last two studies focused on single maize seedlings growing
in cylindrical or rectangular Al chambers. Tomography of the two 10-day old maize seedlings was conducted over a 13 h period, with 360 two-minute (120-s) images collected at 0.5° intervals. The seedlings’ leaves were covered with aluminum foil to minimize water loss during tomography. Following the tomography, 3 ml of D$_2$O was injected onto the surface soil of each chamber, and then ~320 consecutive 120-s radiographic images were collected over the next 12 h, during which time a high pressure sodium lamp suspended over the seedlings was cycled on and off; background PAR was <20 µmol m$^{-2}$ s$^{-1}$ when off, and was 350-550 µmol m$^{-2}$ s$^{-1}$ when on, depending on canopy height. The lamp allowed manipulation of photosynthetic rate, thereby regulating plant water loss and the water potential driving forces responsible for root water uptake and transport through the system. Data processing and analysis 2D neutron images were normalized through darkfield and open-beam corrections, and despeckled to remove background gamma ray contamination using ImageJ (Version 1.45 s, National Institutes of Health, Bethesda, MD, USA) or MATLAB (Version 7.11, Mathworks, Natick, MA, USA) software programs (Kang et al. 2013). To assess changes in water flux through time, radiographic image sequences were subtracted or divided by the initial image that was collected prior to irrigation (for the plate chambers), or within the first 3 min following injection of a H$_2$O or D$_2$O pulse (for the small cylindrical and rectangular chambers). The division proved most illustrative of changes in the system and was used to assess relative change in water content within soil and plant tissue through time. A subset of repeated radiographs was stacked together to generate a sequential video of water transport for two small maize replicates. For these seedlings, ~30 selected regions of interest (ROI) were delineated around individual root sections, root free soil, stem and leaf segments using the 3D reconstruction of the root structure (Videos S1 and S4) as a guide to assess areas of non-overlapping roots. Changes in each ROI were tracked through time to reveal patterns of water flux through the soil and roots and plant stem. Mixed model repeated
measures analysis (SAS) was used to test for significant differences (P<0.05) in rates of change between ROI through time.

Results and discussion

In our study, we utilized neutron imaging to reveal root architecture and water movement through model plants in response to dynamic supply and demand of various tissues. The results demonstrate the ability of this technique to rapidly monitor individual root functionality, root uptake, redistribution and release of water in young (1 to 3 week-old) Zea maize L. (corn) seedlings. The data support two novel findings that provide a platform for further investigation of root water dynamics: 1) direct evidence of individual root functionality and response to changing environmental conditions, and 2) direct evidence of root-mediated hydraulic redistribution of soil water to rehydrate drier roots—a process that has previously only been assessed indirectly.

Experiment 1 – Imaging roots following pulse of H₂O – root architecture

In the first experiment, neutron imaging clearly revealed the distribution of maize and switchgrass roots growing in sand within the flat Al chamber (Fig. 1A). Most roots proliferated in the finer textured soil in between layers of coarse soil, as expected, since the finer soil had a much greater surface area, and therefore water and nutrient holding capacity. Fungal hyphae within the soil appeared as fuzzy dark masses, as their diameters are 1–2 orders of magnitude less than the 100 μm resolution of the detector. Even so, a sphere of hydration from the fungi was evident, particularly around the switchgrass roots. There was also a triangular pattern of varying water content evident in the lower center of the composite image that represents varying soil porosity due to a separation of particle sizes as dry sand was initially added to the system. Subsequent experiments used moistened sand during filling to reduce this artifact. There was
no evidence of water flux through the system over a 4 h period of monitoring after injection of 2 ml of H$_2$O at the base of the chamber. The small amount of water added, limited root access to depth, large water potential gradients within the soil, and minimal change in image contrast likely limited detection of any direct root water uptake in this case.

**Experiment 2 – Imaging partially deuterated roots following pulse of H$_2$O – root rehydration**

In an attempt to improve the potential for detecting direct root uptake of water, the soil-plant system was partially deuterated for the second set of experiments. Deuteration improves the image contrast between existing water in soil/roots and added water—the added water is darker; i.e., reduces neutron transmission more than a mixture of H$_2$O:D$_2$O in the roots, so root uptake of pure water should be easily detected. Cellular replacement of hydrogen with deuterium has long been used as a contrast agent to examine structural biology of proteins and other molecules; however, full deuteration has not been possible with higher plants whose vigor declines above 40–60 % deuteration (Katz and Crespi 1966). Nonetheless in our study, isolated pulses of pure D$_2$O had no visible impact on plants previously propagated in H$_2$O. Root uptake, transport and foliar release of deuterium were visibly evident based on post-irrigation foliar rehydration, continued root and foliar expansion, and declining mass of the plant-soil system to pre-irrigation levels. While D$_2$O can ultimately impact cellular processes, its movement through plant xylem is equivalent to water such that D2O can be used to assess short-term patterns of mass flow through soil, roots and the transpiration stream. In the second study maize roots were clearly identifiable in this system, and most roots proliferated in the upper fine soil layer (Fig. 2A). The main radical sinker root from the targeted seedling grew through the coarse sand to the bottom of the chamber. After application of a much larger pulse of H$_2$O than used in the first experiment (9 ml as compared with 2 ml), sequential neutron radiography revealed a substantial rehydration of this root as
evidenced by its strong increase in contrast through time (Fig. 2A-c). The increase in contrast occurs as new water (H₂O) is taken up by the root, mixes with and displaces existing water and D₂O within the root. Root water transport to the kernel, and to new root initials arising from the kernel was also evident by changes in contrast, and indicates new water influx into those structures over the 12 h period. Root tips further away from the hull also became more visible, although much of the contrast change in images of these roots was caused by root tip elongation; new hydrated root tissue occupying previously dry soil. An adjacent kernel and other roots dehydrated over the initial 12 h imaging period, as indicated by the dark areas in the image (Fig. 2A-c). The relative change in contrast after 12 h indicates substantial extraction and flux of existing soil and plant water (dark pixels) or new influx of new soil and plant water (white pixels) (Fig. 2A-d). Repeated imaging of the maize roots over the 6 day period revealed substantial rehydration of previously dehydrated roots, and subsequent growth of those and other roots. Active root tips highlighted in white in Fig. 2A-c grew >2 cm during this period, out of the field of view. The newly emerging roots grew ~4 cm. Dehydrated roots that appeared dark in Fig. 2A-c did eventually rehydrate, and then grew 1.0–2.5 cm. Dynamic changes in root size due to growth or relative hydration complicates quantification of H₂O or D₂O within the system. Root dehydration or rehydration may or may not be accompanied by a change in tissue size, either shrinking or swelling depending on morphology (e.g., degree of suberization) and the dynamics of xylem embolism, cavitation and refilling. Such processes are not easily represented by models, which often assume a constant root size and water content (e.g., Zarebanadkouki et al. 2012). Initial modeling of relatively moist lupine root uptake and internal transport of water and deuterium based on neutron imaging is promising (Zarebanadkouki et al. 2012), but extension to drier soil conditions such as used in this study may require additional consideration of tissue size and hydration.
**Experiment 3 – Imaging roots following pulse of D$_2$O – individual root water uptake in response to PAR**

For the last two experiments, water fluxes were tracked through 10-day old *Zea mays* seedlings following surface irrigation with D$_2$O. Since D has much lower neutron attenuation than H, D$_2$O displacement of existing H$_2$O within the plant vascular system, or influx of D$_2$O into previously dry tissue or soil was readily tracked by changes in image intensity through time. The added D$_2$O penetrated the chambers rapidly, dispersing fairly uniformly through the soil in the first chamber and pooling at the bottom, but flowing only down one side to the bottom in the second chamber, leaving a large area of dry sand and roots. Using the first maize replicate chamber, root-shoot linkages were explored by tracking individual root and stem tissue responses to intensity of photosynthetically active radiation (Parsons and Kramer 1974), which was manipulated by cycling the lamp on and off (Fig. 3A, Videos S1–S2). The relative functional importance of individual roots was highlighted by their response to shoot demand for water (Fig. 4A), which varied with PAR. When the lamp was cycled on, leaf stomata opened and an internal water potential gradient developed which drove water flux through the soil plant-atmosphere continuum. This resulted in a rapid increase in root water uptake following irrigation, but after ~30 min (roots 1&2) or 45 min (root 3) water transport from the roots to the shoot exceeded root water uptake as shown by a decline in root water content, which then recovered when the lamp cycled off. A large pulse of water from root 1 into the stem occurred when the lamp was cycled back on after ~3 h (Fig. 4A); this can be visualized in Video S2. The data indicated quite varied and differential functionality of the highlighted roots. Pulses of water were identified moving concurrently into and out of different roots, stem and even leaf sections as water demand by the various structures changed. Differences in root morphology, uptake capacity, pathway resistances, and water potential gradients certainly contributed to the heterogeneity of root response.
Experiment 4 – Imaging roots following pulse of D$_2$O – hydraulic redistribution and rehydration of roots in dry soil

Root-root linkages were further explored by tracking individual roots in either dry or wet soil. For the second maize replicate (Fig. 5A, Videos S3–S4), the applied D$_2$O wetted the surface soil, then infiltrated along the left side of the sample chamber, resulting in areas of distinct moist or dry soils. Roots existed throughout the chamber, including several lateral roots extending off the main radical into an area that remained dry after irrigation. Two of these roots terminated in the dry soil area, while several others grew down the edge of the chamber terminating in the deeper, wetter soil. This created distinct water potential gradients within the chamber that could facilitate internal redistribution of water within the root system (i.e., hydraulic redistribution (HR); Caldwell and Richards 1989). Within 2 min there was evidence of root water uptake from the newly wetted soil, which increased rapidly for those roots in the wet soil, followed by HR of water through the root system to roots terminating in dry soil (Fig. 6A, Video S3). After 18 min water uptake by wet roots and HR to dry roots was the same through time—plateauing after 3 h. Greater than 90 % of root rehydration due to HR was achieved during the first hour after irrigation, when the lamp was on. There was no discernible change in HR in response to the light cycling off.

The rehydration of dry roots appears to be root mediated, as the dry soil surrounding the dry roots (above and below) remained dry over a 12 h period suggesting minimal unsaturated liquid or vapor water flow to the roots, or alternately root water efflux to the soil. The impact of PAR on plant water flux was also apparent for this chamber, particularly in the changing hydration of the stem and leaf sections, which intermittently and progressively rehydrated over the 12 h period. This final study provided direct evidence for root-mediated hydraulic redistribution of soil water to rehydrate drier roots—a process that has previously only been assessed indirectly. The performance of neutron imaging was strongly affected by total water content in the system, such that drier samples were preferable. The tradeoff between exposure time and resolution did not affect the
ability to image water flux in 2-D, however 3-D tomography required significant exposure time that constrained the types of experiments conducted. For example, water flux through the system occurs on the order of minutes, whereas even low-resolution tomography would take an hour or longer. Imaging was limited by beam width and detector size such that only small plant/soil systems could be imaged in their entirety; however, targeted water flux within a specific region of larger systems was easily monitored following initial scanning of the entire system. Using larger systems also allows for manipulation of conditions in remote areas of the system, to elicit responses in the localized, imaged areas. In this study, manipulations included pulses of H$_2$O, D$_2$O or changing PAR outside the field of view. In the future, improvements in optics and detectors should allow neutron imaging resolution to improve to the point that processes on the order of seconds to minutes at scales of 1–20 μm might be imaged, such as water dynamics within individual cells (e.g., refilling of cavitated xylem), processes currently studied in stems and leaves using MRI or X-ray techniques (e.g., VanAs et al. 2009; Kim and Lee 2010). However, neutron imaging is likely to be most beneficial for study of myriad mechanistic plant processes at the scale of individual organs, and in context of genotypic and phenotypic response to changing environmental or biological conditions (e.g., aquaporin function, water or nutrient availability, root-mycorrhizae interactions, competition).

**Conclusions**

The careful use of D$_2$O in our pulse-chase experiments, but not pulses of water alone, readily allowed monitoring of internal root water flux in situ. This work builds upon recent neutron imaging studies focused on soil and root-rhizosphere water dynamics (Oswald et al. 2008; Carminati et al. 2010; Moradi et al. 2011). Those studies found heterogeneous patterns of root water extraction and soil drying, and identified the rhizosphere as a unique environment that remained
much moister than the bulk soil during drying. Other studies have successfully illustrated internal xylem water transport through stems and leaves using D$_2$O (Nakanishi et al. 2003; Matsushima et al. 2008a; Zarebanadkouki et al. 2012). In our study, neutron imaging was used to assess high-resolution uptake of soil water by individual maize roots, redistribution of water within the root system, and water transport through the stem to the atmosphere. The dynamic internal demand for water between soil, individual roots, stems and leaves was readily visualized and quantified illustrating the value of this technique to assess root-root and root-shoot responses to changing environmental conditions. Such data can be used to validate prior indirect measurements of water flux, investigate how water uptake is associated with root size and root order and be extended to assess the uptake and transport of soil water by individual roots through the stem and out to the atmosphere.
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Figure A 1. a) Photograph of *Zea mays* (right) and *Panicum virgatum* (left) seedlings in a flat aluminum chamber in the HFIR CG1-D cold neutron beam line; black tape at base covers a water injection port. b) Composite neutron radiograph of (a) revealing detail of the plant and soil structure based principally on neutron scattering of hydrogen (as H$_2$O). Layers of course (C) or fine (F) sand within the aluminum chamber are roughly delineated by white horizontal lines. Dark areas (H) around the switchgrass root systems and in several locations near maize roots are likely arbuscular mycorrhizal or saprotrophic fungal hyphal masses. Sixteen, 120 s radiographs were spliced together to produce this image; resolution is ~100 µm.
Figure A 2. a) Partially deuterated maize seedlings growing in sand in an aluminum chamber (~15 x 17 x 1 cm); square outline delineates area of focused neutron radiography; black tape at base covers an injection port for D$_2$O or H$_2$O; b) neutron radiographic image of root systems growing in course (C) and fine (F) sand; c) the same system 12 h after injection of H$_2$O at base of container divided by the initial image illustrating root water uptake, rehydration and transport to the growing root tips in white (blue arrows). Darker areas of the image indicate drying seed hulls or root systems that have lost water and likely cavitated in black (red oval). Note the non-germinated seed hull is not visible indicating no change in hydration; d) Relative neutron transmittance through the chamber as affected by the sand, moisture and plant tissue (blue indicates greater transmittance, red indicates greater absorbance and scattering). White or black pixelated areas indicate >10 % increase (white) or decrease (black) in water content over the 12 h period.
Figure A 3. 10-day old maize seedling growing in coarse sand: a) photograph of sample chamber; b) neutron radiograph at ~100 µm pixel resolution illustrating distribution of 0.2-1.6 mm roots. Three roots are highlighted (R1-R3) and referenced in Fig. A4, c) Corresponding image from the 3D tomographic reconstruction (reference Video S1), displayed from a slightly different aspect.
Figure A 4. Timing of water uptake for selected components of the 10-day old maize seedling illustrated in Fig. A3-b, illustrating the impact of changing solar radiation (LAMP ON or OFF) on rate of water flux in stem and ~0.5 mm roots following irrigation with 3 ml of D$_2$O. 2D radiographs of the system were linked together to visualize changes through time (Video S2). A positive relative change indicates D$_2$O influx and partial replacement of existing H$_2$O, as well as potential root swelling. A negative change indicates D$_2$O efflux or root shrinking.
Figure A 5. In situ water uptake and transport in a 10-d old maize seedling. a) Initial neutron radiographic image prior to addition of 3 ml of D₂O to surface – dark areas represent existing H₂O within the soil and plant; b-e) the same system 0.25, 0.5, 6 or 12 h after surface irrigation with D₂O, divided by the initial image – light areas represent displacement of H₂O and uptake and transport of D₂O (reference Video S3); f) photograph of sample chamber; g-h) 3D tomographic reconstruction from two different angles, which confirmed identification of individual roots (reference Video S4); (i) One of the 360 2D neutron radiographs used for tomography.
Figure A 6. Mean hydration of locations indicated in Figure A5-a with initial rapid root uptake from moist soil (WR), significantly greater than other locations (*), followed by gradual rehydration of roots in dry soil (DR), whereas surrounding soil (S) and stem hydration remain unchanged.
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