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ABSTRACT

A system for detecting gais leaks is described and tested. The cilgorithm used

by the system detects the occurrence of an abrupt but sustained change in a time

sequence of video images. The system consists of a highpass filter cascaded with

a moving average filter. The highpass filter removes slowly varying background

intensity values and its output is averaged with a set number of previous outputs by

the moving average. The absolute value of the average is taken and then compared

to a threshold to decide if a step-like change has occurred. It is shown that for a

chosen cutoff frequency in the highpass filter, an optimal value for the number of

terms in the moving average exists. The cutoff frequency and the corresponding

optimal number of terms in the average, as well as, the threshold value determine

the smallest step amplitude that can be detected.

The algorithm was tested in a numerical study by implementing it in a FOR

TRAN program on computer generated input data. The results are shown as the

probability of correct detection versus step size and illustrate the effects of noise on

the input and the value of the threshold on the performance of the algorithm. Next,

the algorithm was tested on a sequence of images of an actual gas leak. A gas leeik

scene was set up in the laboratory and sequential image data was acquired. The

data was processed on a image processor where the algorithm was implemented at

every point in an image. The results are shown as binary output images in which
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white regions indicate areas where change was detected. The parameters of the

algorithm were varied and the results examined. The results presented show the

effects of the parameters on the size of the detected region as well as the noise

sensitivity of the detector. These results verify that the peirameters can be chosen

such that this is an effective method for leaJc detection.
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CHAPTER I

INTRODUCTION

The detection of changes in a sequence of images is useful for many appli

cations. By comparing satellite images of a forest or desert, land managers can

determine if changes have occurred during the time between images [1-4]*. Urban

planners can track the progress of cities by comparing images for differences [5].

While these axe just a few of the many applications of analyzing a small munber of

images for changes, applications using longer sequences of images are not as com

mon. Since images in a sequence are usually separated by small amounts of time,

applications of image sequence analysis often involve situations where changes can

occur in seconds. A large portion of this type of research involves tracking sys

tems [6-7]. A moving object will cause changes in a sequence of images as it moves

across a scene. Tracking systems find the object by noting the changes from one

image to the next. Robotic vision systems also use methods similiar to tracking

systems to determine the location of objects [8].

The method for change detection in a sequence of images presented in this

thesis was developed for the application proposed by Shohadaee [9] for detecting

gas lealcs in rocket engines. In infrared images, a leak should appear as a mea-

siurable change in intensity and should extend spatially over the image. Since the

gases in the engine are pressurized, a leeik can occur in a fraction of a second.

Numbers in brackets refer to similiarly numbered references in the Bibliography.
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Thus, a detection scheme is needed to process images at standard video rates in

real-time in order to shut down the engine and minimize damage caused by the

leak. Other requirements for the leak detection system include:

1 ) detection of positive and negative intensity changes

2 ) detection of relatively small intensity changes

3 ) suppression of false alarms

4 ) robustness with respect to noise.

As mentioned above, a leak appearing in a sequence of images occurs quickly

and remains in the field of view for some time. Thus, the objective of the system

described here is to quickly and automatically detect a step-like change in intensity.

Although this system was developed for infrared images, it does not depend upon

the type of image data. Thus, it can be implemented in any situation where the

intensity at any spatial location in a time sequence of images abruptly changes

from its quiescent value to something different.

Time-varying intensity values within a video image constitute an inherently

discrete signal with a sampling rate of 30 Hz for standard television format. Thus,

techniques of digital signal processsing are directly applicable to this analysis. Cur

rently available image processing hardware utlilizing full-frame arithmetic logic

units (ALUs) makes video signal processing at real-time rates possible. The algo

rithm presented here employs discrete-time filtering and thresholding operations

that can be implemented with finite-wordlength arithmetic on small image pro-
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cessing systems to detect abrupt changes in intensity occurring within the field of

view of an image.

The detection algorithm used in this thesis was developed as a one-dimensional

algorithm implemented at every point in a two-dimensional image array. First, a

recursive highpass filter is used to remove slowly changing background intensity

values. The highpass filter output is then averaged with a finite number of previous

output values. The absolute value of the average is taken and then compared to a

threshold value. If the average is greater than the threshold, the decision is made

that a change has occurred. For this thesis, a numerical study was conducted using

this algorithm. The results of this study are shown as the probability of correct

detection versus step size and illustrate the effects of noise on the input and the

value of the threshold on the performance of the algorithm. Next, the algorithm

was tested on a sequence of images of an actual gas leah. A gas leak scene was

set up in the laboratory and sequential image data was acquired. The data was

processed on a image processor where the algorithm was implemented at every

point in an image. The parameters of the algorithm were varied and the results

examined. The results axe presented as images indicating regions where change

was detected and show the effects of the parameters on the size of the detected

region as well as the noise sensitivity of the detector.

The next chapter describes previously developed algorithms for detecting

changes and discusses the disadvantages of these algorithms as leak detection sys-



terns. In Chapter III, the algorithm is derived and and the methods for choosing

the parameters are described. A numerical study was conducted by implementing

the algorithm on simulated data. The study and its results will be presented in

Chapter IV. The algorithm was also implemented with image processing hardware

and laboratory experiments involving actual leaJcs were performed and analyzed

from acquired video data. Chapter V discusses these experiments and shows the

results obtained. A summary and recommendations are given in the final chapter.
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CHAPTER n

BACKGROUND

Image analysis techniques implemented previously use a variety of detection

algorithms. Many of these algorithms involve various forms of temporal differ

encing [1-4], [10]. Other algorithms described use thresholding [2], [10] or detect

changes by image ratioing where the ratio of the previous image to the current

image is found and the difference from imity of the ratio indicates a change has

occurred [2]. Besides temporal differencing and thresholding, Patterson et al [10]

have investigated several algorithms which use spatial differencing combined with

temporal differencing as well as algorithms using matched filters and peak detec

tion. Another technique, image averaging, involves weighting the images where

the weights are chosen to optimize the signal-to-noise ratio [11].

These schemes have several disadvantages which make them imsuitable for

detecting leaks in a sequence of images. Since differencing, thresholding, and

ratioing algorithms axe primarily used to identify changes which occur slowly in

time, the frame rate is low, and only the present image and previous image or a

few previous images are used by these algorithms. While the spatial differencing

algorithms use more sample values to determine that change has occurred, the

objective is to detect the location of the jiunp. Thus, they are computationally

intensive and are not causal; hence, they are not amenable to real-time video image
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processing. Also, a method for dealing with noise effects is not addressed by many

of the algorithms.

Algorithms which utilize sequences of images are primarily derived for track

ing systems [6-7]. The moving target identification algorithm presented by Reed,

Gagliardi, and Stotts [6] computes the summation of a image sequence using a

method modeled by the following linear, constant-coefficient difference equation:

Xnik) = Ynik) + a{k)Xn-l{k) (2.1)

where n is the time index, k is the two-dimensional spatial wavenumber vector,

Yn(k) is the Fourier transformed input image, Xn{k) is the image sum Fourier

transformed, and oc{k) is a function of k and the vector velocity of the target. Since

the movement of the object in the images causes a phase shift in the transformed

images, multiplying by a{k), the linear shift of the target, rephases the images.

A spatial matched filter operates on the summed image and the output image

is obtained by inverse Fourier transforming the result. Note that this difference

equation implements a recursive digital filter at each point in the transformed

image arrays similiar to the method presented here.

Mao and Strickland [7] have also presented a target detection system using se

quential image processing which combines spatial and temporal techniques. Each

image in the sequence undergoes edge preserving smoothing to reduce noise while

preserving the edges of the target. A binary image is then produced by segment

ing the image to separate the target from the background; pixels considered as

- 6 -



background are set to black, and those of the taxget axe set to white. The binary

images axe registered using orthogonal projections and then processed temporally.

The temporal processing uses a fifth-order nonrecursive median filter given by

(2.2)
1,0, otherwise.

where bj{x, y) is the binary value at the (x, y) location in the registered image.

The resulting output image shows the size and shape of the target relative to the

background.

These algorithms axe also not directly applicable as a leak detection system.

Their primary purpose is to locate and identify targets and they are computa

tionally intensive. Furthermore, the algorithm described in [6] requires the rate

of change from one image to the next be constant, and the system of [7 ] assumes

that changes occur slowly across the sequence of images. Neither of these assmnp-

tions axe valid for gas leaks. However, each algorithm is causal and employs image

summation which is effective for reducing noise.

Although processing sequences of images is fundamental to the leak detection

algorithm, it also involves detecting jumps in the mean value of the intensity of a

pixel. The problem of detecting abrupt changes within an image has been studied

in the spatial domain as an edge detection problem [4], [12-15]. The approach

taken by Basseville, Espiau and Gasnier [13-14] considers each line of the image to
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be a sequence of independent Gaussian random variables having the same variance.

An edge is defined as a jump in the mean value of the sequence {^o and

is detected using Hinckley's algorithm. If Yi is the sequence sample, Hinckley's

algorithm, as described by Basseville [14], computes the cumulative-siun of the

sequence, 5„ and the maximmn of the sum, as shown

5n = - CO - ̂ ) (n > 1) (2.3)
i=l

Mn = max Sk {So = 0) (2.4)
0<Jt<n

for positive jumps {fXo —>■ Mo + ^m)- A second detector is required for negative

jumps (mo —>■ Mo — Am) as given by the following equations:

Cn = Y,(Yi - CO + ^) (" > 1) (2.5)
«=1

m„ = min Uk {Uq = 0) (2.6)
0<k<n

When M„ — Sn > h or Un — rrin > h (h > 0), a jump has been detected. The

mean value of the sequence, moj is estimated by a Kalman filter. The minimum

change amplitude Am and the threshold h are set a priori.

Although a leak could be considered to be a temporal edge similiar to a

spatial edge in an image, edge detection schemes have drawbacks making them
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unsuitable for use as a leai detection algorithm. Eklge detection algorithms are

computationally intensive since they must determine the location of the edge.

Also, they are non-causal which is not applicable to analyzing a time sequence of

images in real time.

- 9



CHAPTER III

THE STEP DETECTION ALGORITHM

The work performed in this thesis is based on the algorithm proposed by

Smith [16]. For completeness and consistency of notation, the following section is

included and describes this algorithm*.

3.1 Algorithm Description

The overall goal of the step detection system is to provide binary step-/no-

step-occurrence decisions at the input data sampling rate. In addition, the follow

ing properties are highly desirable:

1. The algorithm should be computationally efficient, for rapid real-time pro

cessing of video data.

2. It should be impervious to different background or quiescent intensity levels

at separate locations within the image, and to signal noise.

3. It should be capable of detecting steps over a wide range of amplitudes, both

positive and negative.

The system developed to achieve these objectives is shown in Fig. 1. The

input data is first filtered with a highpass filter to remove the slowly or non-

* The following is an excerpt taken from an unpublished article entitled "A

system for sequential step detection with application to video image processing"

written by Malone and Smith.
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varying background intensity level while allowing any sudden changes to be passed.

The output of the highpass filter is next input to a moving average filter which

sxuns over the present and previous J sample values. Thus, only a change that

is maintained will cause a substantial change in the average. The absolute value

block creates a positive value in case the change was negative, and the result is

compared to a threshold to decide if a step has occurred. An entire image is

analyzed by implementing the algorithm at every point in the image.

The following discussion describes the step detection algorithm in more detail.

To simplify notation, all signals are written simply as functions of the time variable

index n. For video images, all signals depend upon two spatial position coordinates

in addition to the time variable. However, because processing is identical for all

spatial coordinates, the spatial dependence is suppressed in the notation.

For computational efficiency and rapid response, the highpass filter was cho

sen to be a single-pole unity-gain recursive digital filter with a ar-domain transfer

function given by

The cutoff frequency of the filter is set by choice of the pole value The relation

ships between and the -3 db normalized discrete cutoff frequency are given

by
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a  1 -smwc o • -1 1-/5 /o 1 ON
P = , u;c = 2sin . . (3.1.2)coswc y^2(l+^2)

Note that the use of a recursive or infinite impulse response (IIR) filter utilizes

all of the past information in the input signal. Also, use of a single-pole filter

produces only a small filter delay; hence, the delay in detecting a sudden change

is also small.

If the output of the highpass filter is denoted by x(n), the moving average

computes its output as

1 ^ J
= 7 (3.1.3)

jt=0

The magnitudes of the sample values of y(n) are then compared to a preset thresh

old value T and if |j/(n)| > T, the decision is made that a step has occiurred,

otherwise it is decided that no step has occurred.

It can be shown that for a given highpass filter cutoff frequency cuc with

corresponding pole value 13, an optimal choice exists for the number of terms in

the moving average J. To show this, assume an input signal of the form

w{n) = b{n) + Au(n) + e{n), (3.1.4)

where b{n) represents a slowly-varying backgroimd intensity level, u(n) is a unit
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step that is assumed to occur at n = 0 for simplicity of notation, and e(n) is a

zero-mean imcorrelated random sequence modeling the noise corrupting the signal.

If it is assumed that the highpass filter completely removes the backgroimd, then

from the transfer function given in (3.1.1), its output can be shown to be

i(n) = ̂A(l + 0)0"u(n) -I- h{n) * e(n), (3.1.5)

where h{n) is the impulse response of the filter in (3.1.1) and the asterisk (*)

denotes convolution. In practical applications, the cutoff frequency of the highpass

filter is usually low. Thus, its effect on the spectral and statistical properties of

the white noise sequence e(n) is small. With the assumption that this effect is

negligible, to a close approximation, the sequence x(n) can be written

x{n) = ̂A{1 + 13)13" u{n) + e{n). (3.1.6)

The moving average filter sums the previous J values of this sequence. The

maximum amplitude of the signal resulting from the step at n = 0 occurs at

n = J — 1. At this instant, j/( J — 1) is given by

y(] -1) = ̂  + 7 £'

The standard deviation of the J-point average of e(n — k) is given by cr/\/j,

where a is the standard deviation of the white noise sequence e(n). Thus, a signal-
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to-noise ratio for this system can be defined as the ratio of the magnitude of the

maximum signal step response (the first term on the right-hand side of (3.1.7)) to

the standard deviation of the processed noise signal:

This signal-to-noise ratio, considered as a fimction of J, can be maximized in the

following manner. Differentiating this expression with respect to J and setting

the result to zero yields the optimal value as the solution to the transcendental

equation

/?-^(l-21n/3-^) = 1, (3.1.9)

which can be solved numerically to yield

=  (3.1.10)

In practice, J is chosen to be the nearest integer to the value computed in (3.1.10).

Thus, from a given cutoff frequency chosen to remove the background component

from the signal, the highpass filter pole value ̂  is calculated from (3.1.2), and a

value for the moving average summation J is chosen from (3.1.10) to maximize

the signal-to-noise ratio of the filtered sequence.
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As a final comment, note that in the absence of noise, a step will be detected

provided that its amplitude is sufficiently large such that the magnitude of the

signsd term in (3.1.7) exceeds the threshold value. That is, with no noise corrupting

the signal, a step must have an amplitude satisfying

to be detected. This expression provides a lower limit of detection which is useful

in evaluating the statistical performance of the step detection algorithm.

3.2 Implementation Considerations

Implementing the step detection algorithm on a practical digital image pro

cessing system requires paying special attention to several aspects of the algorithm.

Since the algorithm is implemented at every point in an image array, arithmetic

operations of the filters involve large numbers of computations. However, frame

buffers in digital image processors are usually configmred for fixed-point or integer

pixel values. Since only a finite number of products result for multiplications by

a constant-valued filter coefficient, multiplications are realized via look-up-tables

(LUTs) containing precomputed values for each possible product.

Implementation of the recursive highpass filter can be accomplished with min

imal storage requirements and with reasonable computational efficiency by using

a state-space filter structure. The output x{n) is computed from the input w(n)
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and a state variable v{n) by means of the following two equations

v{n + 1) = av{n) + bw{n)
(3.2.1)

z(n) = cv(n) + dw{n),

where a, b, c and d are constant-valued coefficients chosen to realize the transfer

function of (3.1.1). Specifically, these coefficients must satisfy

+ d. (3.2.2)
1 — az ^

This determines the values for a and d as a = 0, and d = ̂(1 + 0).

Because of the fixed-point or integer format of the two-dimensional array

element values, overflow in the state variable computation must be eliminated.

This is accomplished by using Too-norm scaling [17] which, for a stable first-order

filter with positive pole value, ensures that the magnitude of the state variable

never exceeds that of the input. This sets the values for b and c as 6 = 1 — /3, and

c= -^(1 + 0).

To avoid transients in filtered data at start-up, the state variable is initialized

to produce zero output for the first sample. This is accomplished by using the

first input sample to compute its initial value by

i;(0) = —u;(0). (3.2.3)
c

- 17



Since the step amplitude is not known a priori, the threshold value must be

chosen to reduce the probability of a false detection to an acceptable level. If the

effect of the highpass filter on the input noise is assumed negligible as discussed

in the previous section, then the processed data in the absence of a step input

consists simply of a random sequence with standard deviation a/y/j. If it is

futher assumed that this random signed is Gaussian distributed, the probability of

a false detection at each sample instant will be 2 x 10"'* for a threshold value of

T = (3.2.4)

Other false detection probabilities can be realized by choosing other constants of

proportionality in accordance with tabulated Gaussian probabilities. The value

given in (3.2.4) has been found to provide acceptable performance for practical

applications.
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CHAPTER IV

NUMERICAL STUDY

The performance of the algorithm under controlled conditions was tested by

implementing it on simulated data in a FORTRAN program. Several parameters of

the algorithm were varied and the results displayed as plots showing the probability

of correct detection versus amplitude of the sudden step change (step size). The

numerical study and the results are discussed below.

4.1 Procedure

To evaluate the statistical performance of the step detection algorithm, a

numerical study was conducted by first implementing the algorithm in floating

point arithmetic using the FORTRAN program listed in the Appendix. The inputs

to the algorithm were 256-point data blocks where the time variable index n ranged

from 0 to 255. For each n, the value of the input w{n) as given by (3.1.4) was

generated with b{n) an arbitrary constant, and the step occurred at some random

time <0) uniformly distributed over each 256-point data block. The additive noise

term e(n) was an uncorrelated Gaussian random sequence given by

e(n) = cry/—2\nui{n) cos[27ru2(n)] (4-1.1)

where ui(n) and U2(n) were random numbers uniformly distributed on the interval
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(0,1) generated by subroutine RANUM. The state-space filter structure in (3.2.1)

was used to remove the background intensity and update the state variable for

the next input value. The moving average filter then averaged the present value

of the highpass filter output x(n) with the previous J — 1 terms of x(n) where

x(n) = 0 for n < 0. The output of the moving average y{n) was then compared to

the threshold. If |j/(n)| < T, the step was not detected, and the next input value

was generated and processing continued. However, if |j/(n)| > T the program then

checked for n > <o- If n > fo, the program indicated that the step was correctly

detected and processing stopped. When |y(n)| > T but n < to, the program

indicated that the step was not correctly detected and again did not generate or

process any more input values for that data block. The procedure was repeated

for each value of n until either a step was detected or an entire sequence was

processed.

To obtain a measure of the performance of the algorithm, the process above

was performed for 156 step amplitudes ranging from 0 to 155. Signal and noise

amplitude levels in this study were chosen to correspond to the range of gray

levels in an 8-bit per pixel digital image processor. For each step amplitude, 100

different input sequences were generated and processed. In the sequences, the step

occurred at different times and each had a different sequence of additive noise with

the same standard deviation. Each time the algorithm correctly detected the step,

a coimter was incremented. The number of correct detections out of the 100 trials

-20-



was recorded for the step size used and the process was repeated for all step sizes

from 0 to 155. Thus, a test consisted of 15,600 sequences all having the same

input noise variance and compared to the same threshold. Finally, the number

of correct detections for each step size was converted to an estimated probability

and plotted as a function of the step size. Tests were performed for input noise

standard deviations ranging from 10 to 40.

4.2 Results

Figure 2 shows the results of performing these tests with a highpass filter pole

value /3 = 0.7951 for which the optimal number of terms in the moving average as

given by (3.1.10) is J = 5. The threshold was fixed at T = 33.1 which corresponds

to using the criterion in (3.2.4) with an assumed input noise standard deviation of

a = 20. The four plots shown are the probability of correct detection versus step

amplitude for actual input noise standard deviations chosen to be 10, 20, 30 and

40. Some uncertainty exists in these plots since the probabilities were calculated

with only 100 trials. Had more sequences been used the results would be more

accurate. Futhermore, limiting the sequences to 256 points affects the performance

evaluation, since longer sequences would increase the chances of false detections

prior to the actual step occurrence.

This series of plots illustrates the relationship between the standard deviation

of the input noise (used to generate the additive noise) and the assumed standard
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Fig. 2. Probability of correct detection vs. step size.
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deviation used to set the threshold. If the level of noise in the input was overes

timated, as in Fig. 2(a), the detector was very accurate for large step sizes and

the minimum step size detected was close to the value 55.4 given by (3.1.11) for

this example. Figure 2(b) demonstrates the performance of the algorithm for the

threshold criterion described in Chapter III where the assumed noise standard

deviation exactly matched that of the noise actually in the input. As the stan

dard deviation of the input noise was increased, as shown in Fig. 2(c) and 2(d),

the algorithm becomes less effective. Although smaller steps were detected more

frequently, this increase was due to serendipitous effects of noise causing the pro

cessed signal magnitude to exceed the threshold after the occurrence of the step.

The noise also caused false detections prior to the occurrence of the step which

resulted in decreased performance for large step amplitudes. Note that once the

standard deviation of the noise on the input became twice as large as the stan

dard deviation used to set the threshold (Fig. 2(d)), performance of the algorithm

deteriorated below acceptable levels.

As the tests described above demonstrate, the performance of the algorithm

is affected by the magnitude of the step and the amoimt of input noise. However,

several parameters of the data that do not affect performance are the background

value, the time of occurrence of the step, and the direction (positive or negative)

of the step. As shown by the transfer function (3.1.1), the highpass filter assures

that any constant background intensity value is removed before processing the data
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block. Also, with no noise on the input, linear shift-invariant processing allows

the step to be detected regardless of the time at which it occurs. However, when

the input contains noise, false detections prior to the occurrence of the step will

prevent detection of the step in the evaluation program. Finally, the the sign of the

step is irrelevant since the absolute value of the average is taken before comparing

it to the threshold. The study conducted verified these properties. The highpass

filter was able to remove the background intensity regardless of magnitude. The

time of occurrence was varied from sequence to sequence and did not affect the

ability of the algorithm to detect the step provided that a false detection did not

occur. The test was conducted with positive and negative step amplitudes and

the results were identical for each.

4.3 Summarv

This study showed the algorithm to be an effective method for detecting the

occmrence of an abrupt change in signal amplitude. Performance of the algorithm

depended upon proper choice of the threshold; the best results were obtained

when the threshold was set according to (3.2.4) with a standard deviation close

to that of the actual input noise. The plots demonstrate that when the noise is

accurately estimated, the minimum detectable step amplitude as given by (3.1.11)

is the step size for which the detector begins to detect step amplitudes with a

probability of fifty percent or greater. This study also showed that in a practical
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implementation the values for the highpass filter pole value and the number of

terms in the moving average must be carefully considered since they help determine

the minimum detectable step.
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CHAPTER V

EXPERIMENTAL STUDY

The algorithm was implemented on an image processor to evaluate its ability

to detect lealcs in an actual image sequence. A laboratory scene was created which

modeled an actual gas lealc in an engine but on a much smaller scale. Then, a gas

lealc was started with a picture of the space shuttle main engine as a background.

A video camera was used to record images of this scene before and after the leak

was started. The algorithm was then used to process the acquired image data.

The parameters of the algorithm were varied to determine their effect on detecting

the lealc. Photographs of the input and output images show the results of a test

performed on one set of images. The experimental procedure and results are

discussed below.

5.1 Procedure

To test the algorithm's ability to detect changes in an actual image sequence,

it was implemented on a digital image processor* using the techniques described

in Chapter 3. The image processor used for this experiment was a personal-

computer-based system which acquired and stored image data in 512 x 512 pixel

* The detection program was written by Dr. L. Montgomery Smith, a pro

fessor at The University of Tennessee Space Institute. This author was granted

permission to use the program by Dr. Smith.
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format with 8 bits per pixel. The detection program written for this experiment

processed a sequence of images off-line which were previously acquired and stored

on disk on the system. The program would request the name of the image file

and displayed the chosen image on the display monitor. This frame was input to

the detection algorithm and processed. Once the image was processed, the output

of the algorithm was then displayed as a binary image. At any location where a

step-like change was detected the pixel was set white; locations where no change

was detected were displayed as black. Once the indication was made to continue,

another image file was read from disk, shown on the display monitor, and the

process repeated.

For the experiment, an RS-170 format, solid-state charge-injected-device (CID),

visible wavelength camera was connected to the image processor for acquiring live

video of a gas leak set-up in the laboratory. The experimental set up is shown in

Fig. 3. The gas leak was created using a thermos filled with liquid nitrogen. The

thermos was sealed with a rubber stopper and vented with copper tubing which

directed the leak into the field of view of the camera. The leak was turned on and

off electronically by a solenoid valve placed on one end of the copper tubing. A

second piece of copper tubing inserted in the stopper was equipped with a me

chanical valve and used to regulate the flow of the leak. As the liquid nitrogen

warmed, nitrogen gas was forced up the tubing. A neon light was included in the

upper right-hand comer of the scene with the leak and was turned on at the same
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time as the solenoid valve. This provided a means for determining the image frame

in which the leak was initiated. A complicated picture of the space shuttle main

engine was used as a background for the scene and was located approximately 33

cm behind the thermos and 170 cm from the camera lens. An incandescent light

was positioned at the base of the background picture and directed toward the leak

to illuminate the scene. The leak was made visible by the forwardscattering of the

light from the condensed water vapor droplets created by the cold nitrogen gas.

The field of view of the camera was approximately 40 cm by 40 cm.

For each experimental run, an image sequence of this scene was acquired and

stored using the image processor. The software package on the image processor

permitted acquisition of a sequence of up to sixteen consecutive frames of live

video. Thus, sixteen frame buffers of the image processor were loaded with images

of the test scene during one experimental rim. To get images before and after the

start of the leak, image acquisition was begun and a moment later the switch was

thrown to start the leak. The video camera that was used to acquire the image

data operated at 30 Hz, and interlaced two fields to create one fraime. The camera

had a 240 x 388 detector array, and the information on each row of the detector was

converted to an analog signal and transmitted to form one field of the frame. One

sixtieth of a second later, the new information on the camera's detector was sent

to form the remaining rows in the second field of the frame. Acquired data was

digitized into 512 x 512 arrays. After acquisition, each frame of the sequence was
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converted to two images by separating the two fields. Each row of the fields was

then repeated to create the new images in the same aspect ratio as the acquired

image. In this way, the sampling rate was effectively increased to 60 Hz and the

image data doubled.

Nine sets of data were acquired in the manner described above. The strength

of the gas leaJc was varied between sets. Also, the lighting on the leak was altered

which affected the contrast of the background picture and the leak.

5.2 Results

The acquired image data was processed several times using the detection

program described above. The algorithm was tested using different values for /3,

J, and the threshold. The individual tests were compared to determine the effects

of varying the parameters of the program. The input and corrsponding output

images of one of these tests are presented.

The photographs in Fig. 4 are taken from the display monitor of the image

processor and show examples of the type of input image data taken from one rim

of this experiment. Fig. 4(a) was taken prior to the leak and Fig. 4(b) is the fifth

image after the leak was started (Note that the neon light is on in (b) but not in

(a).)

Figure 5 contains the enhanced input images and the corresponding output

images. Because the changes caused by the leak are difficult to see, these input
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Fig. 5. Enhanced input images and corresponding output images.
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images were enhanced and shown in pseudo-color for this thesis. In pseudo-color

display, regions shaded from dark to light are shown in blue, green, yellow to red,

respectively. However, the algorithm was applied to the raw image data as shown

in Fig. 4 with no enhancement performed. The processed images were obtained

with highpass filter pole value (3 = 0.795 and number of terms in the moving

average J = 5 and the threshold set at 8 gray levels corresponding to the use of

(3.2.4) with standard deviation <t = 4.83. The first photograph. Fig. 5(a), shows

an image acquired prior to the leak, thus no changes are detected in the region of

the leak. Although Fig. 5(a) is the only photograph shown of the scene prior to

the leak, several images prior to the leak were processed but are not shown here

since they appear identical to Fig. 5(a). The remaining images were acquired after

the leak was started which is indicated by the neon light being on in the upper

right corner of the images. Since the algorithm averages the present output of the

highpass filter with four previous outputs, the leak is not immediately detected.

Furthermore, examining the enhanced input images reveals that the gas leak does

not substantially alter the field of view of the camera xmtil Fig. 5(g) and 5(i) which

are the third and fourth input images after the leah was started. This is probably

due to warm air in the tubing which must be forced out before the nitrogen gas can

escape to condense the moisture in the air of the laboratory. The presence of the

leak is indicated in pseudo-color by the change from green to yellow to red in the

left side of the input images. As shown in the next few output images, the entire
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region of the leak does not inunediately appear since the algorithm is designed

to detect sustained changes. Instead, the white areas in the output indicating

change grow from one output image to the next until reaching a maximum in Fig.

5(s). From Fig. 5(u) to the remainder of the output images, the area of detected

changes decreases since at this point all the images in the average contain the leak.

Thus, the algorithm accepts the leak as a normal part of the scene. However, the

changes do not immediately disappear due to the transient response of the filters.

Several observations were made by running the leak detection algorithm with

different parameters than those in the example above. First, /3 was varied and

the threshold was held constant. Lowering /? increased the cut-off frequency of

the highpass filter and reduced the number of terms in the moving average. Thus,

for low values of more noise effects were observed than in the above example

since fewer than five images were averaged by the moving average. Furthermore,

the region of change was detected earlier and was larger. It also faded away

more quickly than the leak in the example. Using a substantially larger value of ̂

allowed more chEinges to pass through the highpass filter since the cut-off frequency

was lowered. A larger value of /3 also increased the number of terms in the moving

average. Although the large number of images in the average reduced the effects of

noise, often very little of the leak was detected since the minimum detectable step

amplitude as given by (3.1.11) also increased. Thus, the best choice for ̂  involved

balancing the performance of the highpass filter with the niunber of terms in the
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moving average.

Next, 0 was held constant while the threshold was varied. As expected,

decreasing the threshold allowed more change to be detected, however, the detector

Wcis eilso more sensitive to noise. Thus, increasing the threshold value all.^\.^d

noise through. Larger thresholds also caused the leak to be detected several images

later and decreased the size of the detected area.

5.3 Summarv

This study showed that the algorithm was effective in detecting leaks in a

sequence of images. As the sequence of output images in Fig. 5 demonstrate, the

detected region will grow spatially from image to image until reaching a maximum.

The region will then fade away. The detected region will be largest in roughly the

output image after the leak was started, and a number of images is required for

the region to fade away. The transient behavior of the highpass filter is the cause

of the gradual growth and decay of the detected region. Likewise, this growth

and decay does not happen in exactly J images since the input images are from a

dynamic system.

The performance of the detector was controlled by 13, the pole value (and

hence the cut-off frequency) of the highpass filter, by J, the number of terms

in the moving average filter, and by T, the value of the threshold. Thus, these

parameters must be chosen carefully. Although increasing /3 allows changes to
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pass through the highpass filter with less distortion, it also increases the number

of terms in the moving average. Increasing the number of terms in the average

decreased noise effects, however, averaging too many terms caused very little of the

leah to be detected. As more terms axe averaged, the amplitude of the step must

increase to be detected since the minimum detectable step as given by (3.1.11)

increases as /3 and J are increased. The threshold value could however be lowered

to increase the amount of detected changes. But, lowering the threshold increases

the sensitivity of the detector to noise.
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CHAPTER VI

CONCLUSIONS

A method for detecting abrupt, step-like changes in a time sequence of images

has been described, implemented and tested. The detection algorithm presented

functions by highpass filtering the input data to remove the quiescent background

intensity and comparing the output of a moving average to a threshold. When the

average exceeds the threshold, a step has been detected. This method is computa

tionally efficient, is applicable to implementation on digital image processors using

fixed-point or integer arithmetic, and is potentially capable of being implemented

in real time.

As was shown in the numerical simulation, the algorithm can detect changes

in the presence of noise when the threshold is properly chosen. Furthermore,

the threshold and the cut-off frequency factor of the highpass filter determine

the minimum detectable step amplitude; thus, they must be carefully chosen. It

was shown that the performance of the detector is very poor when the standard

deviation of the actual input noise is twice as large as the standard deviation used

to set the threshold.

The experimental study demonstrates the ability of the algorithm to detect

changes in a full image frame using image processing hardware. The experiments

performed also demonstrate the effects of the various parameters on the detection

-53 -



process. The highpass filter pole value 13 can be chosen to remove the background

intensity while preserving any changes that occur. However, if it is chosen too

large, the number of terms in the moving average will also be large. As the

number of terms in the average increase, the effects of noise are reduced, however,

less of the leak is detected. Proper choice of the threshold value will allow most

of the changes to be detected while decreasing the amount of detected noise.

Further numerical studies could be conducted to determine the effect of differ

ent numbers of terms in the moving average on the probability of detection versus

step size. For different levels of input noise, optimum results could be obtained by

changing J as well as the threshold. Also, improved performance of the algorithm

at the cost of increased computation could be achieved by using a higher-order

highpeiss filter for removing the background based upon its spectral properties, if

known. This would require re-evaluation of the optimal value for the number of

terms in the moving average, or replacement of the recursive filter with a finite

impulse response filter. Since the number of terms in the moving average and the

threshold value affect the amoimt of noise detected, a method for estimating the

amount of noise in the input is needed. A Kalman filter could be added to the

detection system and used to estimate the amount of noise on the input signal

before the leak is started. Also, atmospheric changes in the observed scene could

cause false detections. Thus, the addition of an adaptive threshold could prevent

these false detections while still detecting leaks. Another area of consideration
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involves incorporating spatial processing with the temporal processing described

here. Also, the experiments conducted here need to be repeated using an infrared

camera with simiilated atmospheric conditions. Finally, the detection algorithm

should be implemented in real-time since that is the ultimate goal.
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*********************************************************

* This program generates a step response sequence and *
* processes it using the step detection algorithm. *
* of the step in noise. *
*********************************************************

* Input values (read from external file):
*  beta: cutoff frequency factor
*  sig : variance of the input noise
*  Bg : offset of the step input
*  J : number of terms in moving average
*********************************************************

* Output is the probability that the step was detected *
*  correctly. *
*********************************************************

integer tO,s,iseed,j true,p,total,step,Bg
real w,x,a,b,c,d,pi,sig,ul,u2,v,beta
real T,y,y0,yl,y2,y3,y4

read(5,*)beta,sig,J,Bg,k

T=3.70*20.0/sqrt(float(J))

pi=4*atan(1.0)
iseed=12345

a=beta

b=l.0-beta
c=-0.5*(beta+1.0)
d=(beta+l)/2.0

c  increase the step size

do 40 step=l,255-Bg
true=0

to=o

c  for each step size calculate 100 sequences
c  each with a different time of occurrence

do 20 1=1,100
t0=t0+4
if(t0.gt.255)t0=t0-255
y=0.0
y0=0.0
yl=0.0
y2=0.0
y3=0.0
y4=0.0

-60 -

-k-k



sequence (k denotes the sign of the leak)

do 10 h=l,255
n=h-l
if(n.lt.tO)s=Bg
if(n.ge.tO)s=Bg+k*step
ul=ranum(iseed)
u2=ranum(iseed)
xp=-2.0*alog(ul)
w=s + sig*sqrt{xp)*cos(2*pi*u2)

if{n.eq.O)v=-d*w/c
x=c*v + d*w

v=!a*v + b*w
y4=y3
y3=y2
y2=yl
yl=yO
yO=x
y=(y0+y1+y2 +y 3 +y4)/J
if(y.ge.T)go to 99

10 continue

c  leak detected correctly when sum > threshold
c  and n >= time of occurrence

99 if(y.ge.T.and.n.ge.tO)true-true + 1
20 continue

calculate probability of correct detection of leak

prob=float(true)/ICQ.0
write(6,*)step,prob

40 continue
stop
end

function ranum(n)
n=1907*n+2003
n=iand(n,524287)
ranum=1.9G73486328E-06*float(n)
return

end
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