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ABSTRACT

The purpose of this paper is to investigate the theory and methods of Fuzzy Linear

Programming problems. The stress of the presentation is placed on the transformation

methods from fuzzy models to crisp models, and on the sensitivity analysis on fuzzy

parameters. Moreover, we extend sensitivity analysis in general cases and we show a

practical method to solve the problems with nonlinear membership functions. In addition

to these researches, we propose the new concept in order to relate the method of Fuzzy

Linear Programming with conventional methods.

The introduction discusses originality of this thesis and proposes several items for future

study.

Chapter 1 discusses the basic theory of Fuzzy Sets and Fuzzy Linear Programming

problems and their transformation methods to crisp models.

Chapter 2 presents sensitivity analysis on the two types of Fuzzy Linear Programming

problems as well as stability study on fuzzy parameters.

Chapter 3 presents solving the problems with nonlinear membership functions by using

piecewise linear functions.

Chapter 4 discusses relationship between a fuzzy programming method and a goal

programming method.
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INTRODUCTION

Many systems in the real world have some complicated requirements to solve the
problems. Goals and constraints might be competitive with each other, therefore, we have

to deal with multiple objective linear programming problems. We have already known

some methods such as weighted-sum approach methods which can be found in [12] and
goal programming methods in [13]. However, it is hard for us to determine reasonable
weighting coefficients or target values prior to executing computation. Moreover, we can't
necessarily obtain all the exact data to make mathematical models. Therefore, in order to
solve these ambiguous models, we have to consider the problems with flexible goals and
constraints which are called Fuzzy Linear Programming problems.

The theory on decision-making in a fuzzy environment was established by R.E.Bellman

and L.A.Zadeh in 1970, which is written in [1]. On the basis of their theory, some linear

programming methods were introduced by C.V.Negoita and H.J.Zimmerman successively
in 1975 and in 1978, which are written in [10] and [18]. Moreover, the method of the

sensitivity analysis of Fuzzy Linear Programming problems was found by H.Hamacher,
H.Leberling and H.J.Zimmermann in 1978, which is written in [5]. Some current research

on Fuzzy Linear Programming problems are on sensitivity analysis in the case of the
problems whose system coefficients are including some fuzzy numbers, which can be
found in [15]. Other research is on the problems with nonlinear membership functions.

In this thesis, we investigate the important theorems and elaborate these proofs and show

the new interpretation on the difference between Type 1 problems and Type 2 problems. In
addition to these studies, we execute some examples to clarify the procedure of methods on

different types of Fuzzy Linear Programming problems in Chapter 1 and Chapter 2. We

also extend the sensitivity analysis in the case that we have more than two perturbed

parameters at the same time and introduce the new concept of the standardized sensitivity
analysis with the Information Value in Chapter 2. In Chapter 3, we establish a practical

method to solve the problem with a nonlinear membership function under some conditions.

This method is available to computation, since the problem can be expressed as a simple

problem by using the vector of choice without any concave-convex transformation even if it
is not a convex problem. Moreover, we investigate the relationship between Fuzzy Linear
Programming and Goal Programming and we propose the new problem in order to relate
both methods in Chapter 4.



Through this original research, we can propose some items for future study as follows:

(i) We have to consider how to extend the problem in the case that we need the solution

which is expressed by fuzzy numbers, which we call Type 3 problem.

(ii) We have to investigate whether we can guarantee the stability on parameter's

deviations or not, if a membership function is nonlinear.

(iii) We would like to establish the simple method to compute standardized sensitivity

analysis and prove its convergence, if we make the number of grid points on the

Information Value infinite.

(iv) We have to extend the approximation method for the case of more than two fuzzy

goals and constraints.

(v) We have to study Mixed Programming problem in order to investigate the

relationship between Fuzzy Linear Programming and Goal Programming .



CHAPTER 1

FUZZY METHOD OF MULTIPLE OBJECTIVE LINEAR PROGRAMMING

1.1 INTRODUCTION TO FUZZY SETS

In Boolean Algebra, we can express union or intersection of sets as the maximum or the
minimum of characteristic functions which takes only the values 1 or 0. In Fuzzy Set

Theory, a fuzzy set is a class of objects (points) in which there is no sharp boundary
between those objects that belong to the class and those that do not. Characteristic
functions of fuzzy sets are called membership functions and can take any values on [0,1].
A more precise definition is as follows. The basic definitions of this section can be found
in [1].

Definition 1.1 Let X={x} denote a collection of objects (points) on Euclidian space
R". A fuzzy set A in X is a set of ordered pairs.

A = ((x, p^(x))} , xEX,

where ̂ Ia(x) is termed the grade of the membership of x in A , and IAa-X->M is a function
from X to a space M=[0,1] called membership space.

We turn next to the definitions of some basic concepts which we shall need latter.

Definition 1.2(a) A fuzzy set A is normal if sup ^ > xEX.

Definition 1.2(b) Two fuzzy sets are equal, written as A = B, if and only if

Pa(x) = Mx)

Definition 1.2(c) A' is said to be the complement of A if and only if

Pa'



Definition L2(d) The intersection AflB of A and B is defined as the fuzzy set whose

membership function satisfies Pai-,b(x) = Min (p^(x), •

Definition 1.2(e) Ttit union AUB of A and B is defined as the fuzzy set whose

membership function satisfies p^(x) = Max ( p^(x), pgfx)) , xGX.

From the above definitions, the union of fuzzy sets is not necessarily complemented in

the sense that the maximum on membership functions must be 1 in Boolean Algebra. This

means that we can not determine whether an element belongs to the set or not.

We sometimes use the notation of ̂  and v instead of Min and Max . For any real

numbers a and b, a v b s Max (a , b) and a a b s Min {a , b}.

1.2 FUZZY GOALS, CONSTRAINTS AND A DECISION

A Decision-making in a fuzzy environment means a decision process in which the goals

and/or constraints are fuzzy in nature, namely, these constitute some classes of alternatives

whose boundaries are not sharply defined. The following definition suggests that a fuzzy

decision is defined as the fuzzy set of alternatives resulting from the intersection of all the

goals and constraints. In this section, we prove several theorems in order to obtain the

most important theorem which guarantees existence of the optimal solutions of Fuzzy

Linear Programming problems. The main content can be found in [1] and [10].

Definition 1.3(a) Assume that we are given a fuzzy goal Z and a fuzzy constraint R,

both of which have membership functions and M-^fx) in a space of X. Then a

decision D is defined as a fuzzy set resulting from intersection of Z and R:

D = Z n R,

The following definition can be extended to a decision-making which has many goals

and constraints.



Definition 1.3(b) A fuzzy decision D is defined as the fuzzy set of all those elements
which belong to fuzzy sets Z, , 1=1, • • • ,k describing goals and to fuzzy sets
Rj , i=l, - - ,m describing constraints:

k  m

D=n z, n n R;
1=1 i=l

Choosing the optimal element means electing the element Xq which has the highest

degree of the membership to the fuzzy set decision as follows:

= Max Pq(x)
xex

= Max Min | Min (x), Min Pp (x) |
xex U=l.",k^i i=l,...,m 1.

If each p(x) has a lower or a upper bound,we can also denote this as follows:

= sup Pi3(x)
xex

= sup inf I inf (^) > . 1
—^ r \ l—!,•••,k ^ 1—I,***, m t
xEX

Next, we will show the existence of Xq and Oq. Before we prove this existence, we

have to introduce some definitions and to prove some propositions and their corresponding

results.

Definition 1.4(a) Let l^Rbe a membership function of a fuzzy constraint.

xeX : pj^(x) ̂  a } is called the a - cut of M^r, where Osa^l .

Definition 1.4(b) Xa is called the characteristic function of :



_(i. if xec„\

Theorem 1.1 The following relation is valid:

sup Pp(x) = sup
xSC a^o.l]

a A sup P2(^)
xec„

where is the a - cut of M^r.

Proof-. We shall use the following method of decomposition of a fuzzy subset. (See
[10]) In this method, we can express every convex fuzzy set A as follows:

A = U a-C^
a^O.l]

where a • C ̂ means that this set has the membership function of a ■ x .

The membership function can be written by the following method:

=  V ( a-x„ )
a^O.l]

=  V ( ttAXj, ) ,
a^O.l]

where Xa is the characteristic function of C

We have

Pd(x) = Pz(x) A pj^(x)

V ( a A x„(x))
L a

A

= V [a A X«(x) A p^(x) ]

but
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V  [x«(x) A = V [xa(x) A ̂ 2(X) ] V V [ X^Cx) A ]
xQC xec„

= V ^l2(x)
xec„

= sup P2(x)
xec„

We may write

sup Pj)(x) = sup
xSX a^O.l]

a A sup P2(x)
xec„

Q.E.D.

Theorem 1.2 The following relation is valid:

sup Pj^Cx) = sup

where is the a - cut of Pr. .

ttj A n n n A a A sup Pz(x)
xec' n...ncp

"1 "p

Proof: We have

p^j (x) = V [ a A Xci(x)] ' 1 ̂  j ̂  P '
a^O.l]

and thus

= V [a a Xcj(^)] A- n - A [a A Xcj'(x)] Pz(x)
a

V  [qj A - Attp AXc^(x) A - AXcp(x) A P2(x)1
ai. '-apl- "P -I

Then, we take the supremum of pjx) as follows:

sup Pi3(x) = V V
xGX xGX ai. --.ap

Oj A- • A a A Xc ' (X) A- • A XcP (x) A p^Cx)
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Since

V  Xcj;(x)j A ^2!(x)j
x€X

xecla..ncs
jxci_(x) A- • A Xcj^(x)A |iz!(x)j

*«c'/v..ncs
jxci_(x) A- • A Xc^(x)A M''))

V

xec'<p...ncp

sup P2(^)
xeclp...ncs

Hence,

sup ni^x) = sup
xGX a„- -.ap

Oj A- • A Qp A sup Pz(x)
xec;n...

Q.E.D.

Next, we show that we can replace the problem of maximizing a decision by an
extremum problem of a scalar function by introducing the following functions:

(p(a) = sup M2W ,
xec„

■»l)(a) E a A (p(a),

where (p: [0,1] -*■ [0,1] and tj) : [0,1] -> [0,1].

Theorem 1.3 If ct s p , then tp(a)^

proof : From the definition of (p, <p(a) = sup M2(x) and (f(p) = sup Mz(x).
xGCa XeCp

Since

Cg = ( xeX : tiR(x) 2 p /



= { xEX : jAj^(x) a P ̂  a }
C ( xEX : Hj^(x) & a }

Therefore,

=

(p(p) = sup M2(x)
xecp

s sup

xe:„

= <P(a). Q.E.D

Theorem 1.4 - If tp is continuous on [0,1], then cp has the fixed point which satisfies
(jp(^ = a .

Proof : Since (p is continuous and [0,1] is a compact space, there exists a sequence

{«„} which converges to a . If a , then cp(a„) (p(a) for Va e [0,1].
Moreover, from Theorem 1.3., cp(a) is a monotonically decreasing function. Hence the
solution a is unique.

Q.E.D.

Theorem 1.5 If there exists a which satisfies sup = a , then
xecg.

sup pj^x) = a ,
xex

Proof: Since supxi^x) = sup Tl)(a) by Theorem 1.1., we only have to show
xex a^o.l]

sup Tp{a) = a. Since = a a = a , we show that ■»l)(a) s ■ip(^
a^O.l]

for Vae[0,l].
If a>a, then (p(a)s (p(^ = a < a by Theorem 1.3. If a<a , then
(p(a) a (p(^ = a > a
Therefore,
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T|j(a) = a < a -

Hence is the supremum of i^a). Q.E.D.

Theorem 1.6. If (p is a continuous function on [0,1], then Fuzzy Linear Programming
has a unique solution.

Proof: From Theorem 1.5., there exists a unique solution which satisfies

sup p(x) = a
Qxex .E.D.

1.3 FUZZY LINEAR PROGRAMMING (TYPE 1)

In this type of Fuzzy Linear Programming, we introduce some assumptions as follows.

The basic results can be found in [5] and [17].

(A) There exist fuzzy constraints and crisp (non fuzzy) constraints and a

fuzzy objective function.

(B) The membership functions of the fuzzy sets representing a fuzzy

objective function and fuzzy constraints are linear.

(C) All fuzzy sets are normalized conveniently.

We consider the partially Fuzzy Linear Programming problem ( We call this as F.L.P.

problem).

F.L.P. problem : Nto C'X

(Type 1) subject to AX<borAX:^b, (1.1)

DX =s e ,

X sO,

where the notation, C'X, is an objective function with upper bound and lower bound

of fuzzy goals, X E R", C is a 1 by n matrix, A is a mj by n matrix, D is a m2 by n
matrix, b is a mj by 1 vector, e is a mj by 1 vector and AX ~ b means ambiguous or
flexible goals and constraints such that A X is nearly or roughly less than b.



In order to solve this problem, we rewrite the above problem as follows:

11

F.L.P. problem: Max cjX

s.t. < bj,

d-xse,,
X a 0.

j = 1 . n • • . mi ,

j =mi+l , • • • ,m^+m2.

(1.2)

We make a decision in such a way:

(1) The value of each objective function c[x has predetermined target of c|^

and .

(2) Each restriction a-X < bj is satisfied as well as possible.

(3) Each restriction djx ̂  Cj is strictly satisfied.
(4) For the first m^ restrictions, the decision maker is prepared to tolerate violation,

tj > 0 , up to Pj > 0 such that aJX ̂  bj + tj , tj s pj , j = 1 , • • •, m^ .

First of all, we make the decision for the goal of C; namely.

a' = Min j p^^(x) ,• • •, p^^(x) j
where ,

Pzi(x) =

0

Ci.Xj - CJ

c" - c?
1  1

,  if J Cj Xj < cj
j

.  if cl < 2 Ci,Xj < c|* '
j

,  if cj" S 2 Ci.Xj
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and where, c" is the i-th individual objective function value which satisfies the goal with

100%. is the i-th lowest value which is accepted for this goal. Hence,

a ̂  =
_  J

ZC. X: - c}
ij J »

c" - c'
1  1

atc-l* - c|) - 2 Cj Xj s - cj _ i = l, ..,l

Second of all, we make the decision for constraints of ajX < bj as follows:

a" = Min j ,• • •, Pr^(x)

where

0

b'-bj

• «■ I Vj ''i'
j

,  if b|'>2ai.xj abj '
j

,  if b| a 2 aj^Xj
Hence,

a" s P5^(x) =
-1 vj
br-bi

a1b"-b|) -f JaXj s b;*, i=l,. . . ,mi ,
j  ̂

where b| satisfies the i-th constraint with 100 %, b" satisfies it with 0 %.
All we have to do is to make the final decision by using Definition 1.3.

a = fidK)
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Max ̂.(x)
jtSC

Max {Min {a', a }}
xGX

The equivalent crisp model for Fuzzy Linear Programming (1.2) can be expressed as

follows. We call the Equivalent Linear Programming problem as E.L.P. problem.

E.L.P.problem: Max a

s.t. (cf - cj) a - X ̂ij ^ - cj , i = 1, n • • ,1, j = 1, n • n , n ,

(b;' - b|) a + 5; a. Xj ^ b;*, i = 1,
j  '

dj ̂  Cj, j = 1, • • • , m2^
XarO

.mj, j = i,... ,n, (1.3)

This model is linear; therefore, we can solve this by The Simplex Method.(See [4]) We

show it by the following example.

Example 1.1 Consider the following problem.

Max C'X

s.t. AX < b,

DX s e

X 2: 0
y

where

C = [ 1 2 O] , X = [Xj X2X3]t ^ c" = [16.:^ , d = [11.5]

"-1 3 2
A = 12-3

. 2 1 2J

b" = [ 23 17 21 ] ̂ b' = [ 17 9 16 ] ̂ D = [ 2 7 1 ]
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e = [35].

An equivalent model to this problem is written as follows:

E.L.P. problem : Max a

s.t. 5a-(xj+2x2) s -11.5 ,
6a + (-Xj + 3x2 ^ ̂

8a + (Xj + 2x2 n ^^3) ̂

5a + {2Xj -I- X2 + 2X3) s 21

2Xj + 7X2 -I- X3 s 35

We can solve the above linear programming directly by LINDO ( Linear, Interactive,

Discrete, Optimizer). (See [8]) The Optimal solution is that

a'' = 0.600
>

X o = [xf x^x§]t = [ 10.5 2 0 ]'.

From the result, we can satisfy the goal with 60.0%.

1.4 FUZZY LINEAR PROGRAMMING (TYPE2)

The concept of the goal which has upper bound and lower bound of target values may be

more useful than that of maximizing an objective function, because many constraints and

goals lead to a criterion. First of all, we consider, in this section, constraints and goals

which are given by sets. Constraints and goals are just identical concepts in the sense that a

decision must be given so as to satisfy both sets. Second of all, we use Zadeh's principle

which is equivalent to Theorem 1.7 in order to deal with fuzzy linear functions. Lastly we

have to define the inequality on fuzzy numbers to lead the formula by using (1.3a).

Without any distinction of constraints and goals, we can write a linear programming

problem in the following form. The basic concept can be found in [14] and [15].
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AX < b or AX > b , for goals and constraints.

( ajX < b| or ajX > bj, i = 1 , • • •, m )•

We consider a more general case of the Fuzzy Linear Programming problem with the

goal concept. We can describe a problem by expressing as follows:

AX > b

( ajX > b, ^ i = 1, n .., m ) ,

which means each restriction ajX > bj is satisfied as well as possible. We suppose a

decision maker is prepared to tolerate violation, Sj , up to d; > 0 . We can rewrite the
above problem as "classical" form which doesn't mean the goal concept but an objective
function.

Theorem 1.6. The Fuzzy Linear Programming problem with the goal concept

F.L.P. problem : AX > b,

( HjX > b| ^ i = 1, n n • ,ni ),

is equivalent to the following Equivalent Linear Programming problem.

E.L.P. problem : Max X

s.t. ajX + Si a b; , i=l,...,m, (1.3b)

diX+ Sj s dj

Proof: Let X be the value of the membership function of min { [Xj(x) ,• n ■, M-^^lx)}
where Pi(x) is a membership function of a constraint or a goal. Assume that a decision
maker is prepared to tolerate violation to restriction for both constraints and goals, Sj , up
to dj = b" - bj . which is shown in Figure 1.1.
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Fuzzy Model

\
Crisp Model

<-=—a.X - b.
I— 1

0.0

b aiXn

Figure 1.1 A Membership Function of a Fuzzy Goal or a Constraint

We are given a linear function as a membership function.

0  , if T bj > H; X.
~ * j J

=

1  - b,'

br-bl
,  if bi''> 2 bj

j

,  if ai.Xj s: bj'

From Definition 1.3 (b),

k s Hj(x) = J

I  ' ''i'

br-bi'
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Hence,

>-(br-b|) s la-Xj-bj'
j

diX ^ 5; a. Xj - bj = dj - Si
j

djX + Sj ^ dj , i = 1,... ,m

Since Sj is the gap toward 100% satisfaction, the first formula of HjX + Sj s bj is

obviously understood. Q.E.D.

The formula of (1.3a) and the formula of (1.3b) are equivalent to each other, if we take

the same direction of inequalities on constraints or goals. (1.3b) is more available than

(1.3a), because we have to develop the forms of all the membership functions according to

Definition 1.3(b), namely, we have to deal with membership functions directly in (1.3a).

On the other hand, we may only deal with the parameters of upper and lower target levels

in (1.3b). We can solve the problem of Example 1.1 by (1.3b). Since dj is the gap

between upper and lower bound of a goal or a constraint, we can rewrite the form of

Example 1.1 simply as follows:

E.L.P. problem : Max X

s.t. 5X+ Sq s 5,
6X + s, s 6

8X + s- s 8

5X + S3 ^ 5

-Xj-2X2-80 5 -16.5

- Xj 3X2 + 2X3 - Sj s 23

Xj -I- 2X2 - 3X3 - 82 ̂  17

2Xj + X2 -I- 2X3 - 83 s 21,

2Xj -I- 7X2 4- X3 s 35
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We can solve the above linear programming problem by UNDO. The optimal solution

IS

a° = 0.600

X o = [xf = [10.5 2 0 ]\
S° = [So Si S2 83]! = [2 0 0 2]^.

The most interesting discussion in this section is generalizing the above problem;

namely, we consider the following Fuzzy Linear Programming which is called Type 2.

P. L. P. problem : AX

( aTX >'bj ^ i = 1, n • n ,m )

where each coefficient a- is the fuzzy number which is defined as follows.

Definition 1.6 (a) A fuzzy set A which satisfies the following conditions is called a

fuzzy number.

(1) ~ 1, where is the membership function of A .
x^X

(2) ^ p^a) A p^b) , Vx e [a b]

(3) Pa is a piecewise continuous function on X.

The membership function of a fuzzy number a- can be regarded as a probability

distribution of . We assume the membership function of a fuzzy number ajj is a

triangular membership function for simplicity which is shown in Figure 1.2. On this

Figure, ciy is the center value of the possible distribution of a- and the width Wjj is

regarded as fuzziness of a^ .

Before we apply the above problem to fuzzy coefficients, we have to introduce some

definitions concerning elementary operations called extension principles.



1.0

w

19

Figure 1.2 A Membership Function of a Fuzzy Number

with a Triangular Function

Definition 1.6 (b) We define the integral form for a fuzzy set to express the
relationship between x and p^x)

A = I p^x)/:
JX

For example, if we consider the following relationship,

X  1 2 3 4 5

P^x) 0.8 0.8 0.9 1.0 0.9 ,

then A can be written as follows:

A = 0.8 / 1 + 0.8 / 2 + 0.9 / 3 + 1.0 / 4 + 0.9 / 5.

If X is in a continuous case, A can be expressed as the above integral form.
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Definition 1.7 (a) If f is a function f: X ̂  Y ̂ then t{A) can be expressed as an
integral form.

f(A) = I p^x)/f(x)
Moreover, the membership function of f(A) is defined by

^(Aa) = ,

and this definition is called the extension principle .

In general, f is not always a one to one function, therefore, there may exist several

solutions X for fixed y. We take the maximum value of corresponding to the

solutions X for y as

Definition 1.7(b) Let us extend the above case for two variable functions,

g : Xj , X2 -*Z n f^glAc) can be expressed as

g(Ac) = j A p^X2)]/ g(xi, X2)
The membership function of ^*g(Ac) is defined by

where the right hand side means that we take the maximum among some x^ , X2 which
result in the same fixed z.
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Theorem 1.7 We suppose the membership functions, both and are

triangular functions which are shown in Figure 1.3, then

(1) = (aj + aj , Wj + W2)

(2) A^ - aJ = (a^ - a2 , Wj + W2)
(3) X ̂  = ( X, aj , [xj Wj) , i = 1 , 2

where a] = ( a; , Wj) a^ is the center value and Wj is the width (fuzziness) of the
membership function p^.

Proof (i): From assumption of a triangular function and Definition 1.6(b),

A: =
Xj-(a-Wj) / . . .

fx- , if 0 ̂ Xj - (aj - Wj)s Wj , i = 1 , 2 ,

A: = (^1 ^1) ^1 / X , if 0 s (a- - Wj) - X;
W. ' 1 ' * 1 I' 1

^ Wj

From Definition 1.7(b),

g(Ac) = j [p^Xj) A px;(x2)]/ g(xi , X2)
Hence, we can obtain the membership function of g(Ac) as follows:

''g(Acl)= Z^X,,X2)

= Max ,
Z^g(Xl,X2)

= Max
Z=Xi+X2

-(ai-wj X2-(a2-W2y
A

WW o

■xi-(ai-Wi ) z-x, -(a2-W2 )'
A

W, Wo

if Ij (Xj , X2) = { 0 s Xj - (aj - Wj) ^ Wj and 0 ^ Xj - (a2 - W21) ^ W2 /
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Since and are monotonically increasing linear functions on Ip ̂ ^g(Ac) takes the

maximum value when —— — = ^ — n We substitute Xj into l^g(Ac)Wj W2 '

then.

^g(^) z=^^x
Xi - ( ai - w J z - X, - ( a^ - W2 )'

Wi W2

_ Xi-(ai-wJ I
Wj ' Xj

= I ( ̂1 + ̂  ) -
Wi + W2

On I2 (Xj , X2) = { 0 ̂ (a^ - Wj) - Xj ̂  Wj and 0 :s(Uj - W21) - X2 ̂  W2 j, we can
obtain the following result like the case of 1 ̂ .

-1 z - (a^ + a2 )
^^g(Ac) n Wj+W2

If z is fixed, then the maximum value of ^ ̂ Aph) exists in 1^ and I2. Hence,

l^g(A<.) has the membership function, where the center value is ^1 = ̂  and the width of
fuzziness is w^ = W2 . l^g(Ac) is as follows:

I  0sz-{(ai+a2)-(wi +W2)}swi +W2I
^^g(Ac) = \ i-£:J±Li^ , if 0s{(ai+a2)-(wi + w2)}-zswi +W2 |

\  0 , otherwise r

proof (ii): Since 1a.'^X2) s p ̂ -X2) , the eenter value of 1a^-X2) comes to -82
and the width of fuzziness doesn't change. Nonzero area of this membership function

changes from ^2] ̂  [- + ̂2)''^^' ̂2)] • We write the membership
function of M'a^ and in terms of some characteristic parameters a and w as follows:

l^A, ~ (^1 ' ̂1),
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^-A,= K . Wj),

^1 + "^2 = (^1 ' "'l) + (-^2 ' ̂2) = (a^ - 32 , Wj + W2).

Proof: (iii) From definition 1.7(a), we can express

f(Aj ( f(x) = >oc , xeR ) as follows:

= j
p^x) / Xx

>

(ivto -— , if 0 s X - (a - w) s w
_ /y=Xx w

l^x ^ , if 0 s (a - w) - X s w|

If X ̂  0 , then y = |X| x .

= Maxi4F^y  Nw

If X < 0 , then y = - |x| X

|x|w . Q.E.D.



24

By Theorem 1.7, we can deal with a fuzzy linear function, namely, a linear combination
which is written with coefficients given as fuzzy numbers.

Theorem 1.8 We define a fuzzy linear function as follows:

y: = ̂ X

where

The membership function of a fuzzy linear function is represented as

,  if X;^0 , la; X-yJ^WjlXliI
1  , if X 0 , yj = 0

\  0 , otherwise /»

where "i = ( . • n n . ) is a vector of each fuzzy number's center value and

W. = (W.- -.Kl)'.

Proof: By Theorem 1.7., we can obtain the membership function as follows:

n

j=i
n

= Z ("ij • "-ij) h
j=l
n

= Zl^jaij.hhij)
j=i

= (q; X ,Wjp^U Q.E.D.

Next, we introduce another important definition to deal with the inequality including both
a fuzzy number and a nonfuzzy number.



25

Definition 1.8 For hE[0,l], 5^^ b^ is defined as - Aj X ̂  bj ,

if and only if ^ h and aj X a bj, which means that all the elements of the

h-level set of the fuzzy number 5^ are greater than bj. Here h is given before we solve

a problem.

Figure 1.3. explains that all the elements of the h-level set of the fuzzy number

>^ = Aj X are greater than bj - Sj . We may choose b" as bj, because a crisp constraint

of bj is the most strict condition among the fuzziness interval on [ ̂ , b-* ] • From the

S-crisp model of Theorem 1.6, we can obtain X = 1 - ̂  . We suppose we are given h level

so that it satisfies y[ ̂  " ̂i- In this inequality, the left hand side is a fuzzy number and
the right hand side is a nonfuzzy number; therefore, we can compute this directly. Because

a fuzzy number is something like a spread value and can not be represented by one

specified value like a nonfuzzy number in the case of Type 1, we have to select which part

of this spread domain satisfies inequality in the sense of a nonfuzzy inequality.

Constraint

AX\'i

1.0

X=l-Si/di

|X|w

AX

b:-S: aX

di 1 i 1

Figure 1.3 Geometrical Interpretation of a Membership Function and a
Constraint with H-level.
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In Figure 1.3, the fuzzy numbers which are placed in the right hand side of the center

value of UjX satisfy two requirements of Definition 1.8; however, the numbers which exist

in the left side do not satisfy them. By using this definition, we can transform a Fuzzy

Linear Programming problem with fuzzy numbers into a crisp Linear Programming

problem as follows.

We suppose the following Fuzzy Linear Programming problem doesn't distinguish goals

from constraints.

F.L.P. Problem: AX~b,

(Type 2) C^X > b; , i=l,. -.,m)
X ̂  0.

By Definition 1.8,

lA^b;- Sj) s h.

Since is given by Theorem 1.8,

Since a- X ̂  b- - s-

"iPli .

We develop the above formula subsequently,

bi s {a,-Wi(l -h)}X + Sj

We can obtain k for Sj. When we have a constraint gap Sj toward bj, we can satisfy

the i-th constraint with ratio X which is equal to the value of the membership function

corresponding to the i-th constraint. Hence, the relationship between Sj and X is given by

d-X + Sj s dj i = 1, • n • , m
1 1 1 ,

Hence, we can obtain a crisp model of a Fuzzy Linear Programming problem (Type 2).
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F.L.P. problem : Max X

[For F.L.P. problem (Type 2)] s.t. (oj -(1 - h)wj}X + Sj s bj, i = 1 , n • • , m ,

djX + Si s dj, (1.4a)

X 2: 0.

If h=0, then (1.4a) is reduced as follows:

F.L.P. problem : Max X

s.t. (qj-Wj} X+Sj ̂  bj, i=l,.. -,m,

djX + Sj s: d-, (145)

X ̂  0

This formula of (1.4b) is the same form as that of (1.3b) except - w j appears instead of

Hj. The difference between "j - w j and Sj is that the former is the center value of fuzzy

number and the latter is the specified number in a nonfuzzy number. Therefore, we can

consider that the other constraints are concealed in (1.4b) as follows:

{ai-(l -h)Wi)X +Si ̂  bj,

{ttj-(l - h + Ah)wj}x + Sj ^ bj,

(qj - (l - h + 2Ah)wj}x + Sj ^ bj,

{aj-w.}X +s- S: h.,

where each constraint is corresponding to each pulse, namely, the specified number in the

sense of a nonfuzzy number like the case of Type 1 problems. If the last constraint

satisfies its inequality, all the concealed constraints satisfy inequalities, because X, h and
w j are nonnegative. Hence, w e can regard Type 1 problems as the particular cases of Type

2 problems.

Example 1.2. Consider the problem.

AX > b.
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DX :s e
>

where

A = [ a; a; a; a; ]\

b = [ 15 12 7 11 ]^ D = [ 2 3 l].

X = [Xj Xj Xg ]' s G , Aj = { = (6.3 , 10.1 , -3) , Wj = (5 , 3 , 4)},

a; = {a2 = (-1.8, 7.9, 2.5) , W2 = (2,5,3)},
A3 = { 03 = ( 1 , -1.5 , 8) , W3 = (4 , 3 , 4)),

A^ = { = ( 5 , 3 , 2) , W4 = (6 , 4 , 2)}.

Before we solve this problem, we are given h-level as follows.

h = 0.5

By Theorem 1.8 and Definition 1.8, we can make an equivalent linear programming

problem. Since constraints for fuzzy numbers can be expressed as

{aj-(l - h)wj)X-f-Sj a bj^ i = l, - -,4^

A crisp model is as follows:

E.L.P. Problem : Max X

s.t. 3.8Xj -I- 8.6X2 ' ^^^3 + Sj <E 15

-2.8Xj + 5.4X2 -I- X3 + S2 ̂  12

-Xj - 3X2 + 6X3 -I- S3 ^ 1

2Xj -1-X2 + X3 + S4S 11

6X -I- s, ^ 6
^  >

4X -I- S2 ^ 4

5X So ^ 5
^  >

4X + S4 ^ 4

2Xj + 3X2 -I- X3 s 11



CHAPTER 2

SENSITIVITY ANALYSIS OF FUZZY LINEAR PROGRAMMING

2.1 SENSITIVITY ANALYSIS ( TYPE 1)

In chapter 1 we assumed that all the parameters of fuzziness are given. However, for
many problems, the width of fuzziness is estimated or the parameters vary in each case
because of their ill-defined form. In our problems a solution depends on the width of the
fuzziness, since the smaller the fuzziness, the more satisfactory an exact solution is

expected to be obtained. We consider the sensitivity analysis for Fuzzy Linear
Programming (Type 1) in this section. The definition of the sensitivity analysis can be
expressed as the variation of the value of the optimal "k to the deviation of the value of the
fuzzy parameter such as the difference between upper or lower aspiration level, namely, to
the tolerance value. We want to seek this value of the sensitivity by using matrices which

are used in order to obtain the original optimal solution k. The basic results content can be

found in [2] and [5]. In addition to these studies, we extend the sensitivity analysis, if we
have more than two deviations at the same time.

Fuzzy Linear Programming (Type 1) can be written as the following form of a crisp
model by the method of (1.4). We do not distinguish goals and constraints from each
other.

F.L.P. problem : C'X

(Type 1) s.t. AX^b^ (2.1)
OX s e

>

X i 0

where C = ( Cj , • n • ,c,), A'= ( Hj , • • n ,a, |)^ G = ( • ,g^J ̂ I+l'=mi+l,
mi+l+m2 = m.

This problem is equivalent to
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E.L.P. problem : Max X

where - c i

s.t. a; X + Sj ^

d;X+S; S d;
1,

gjX 5 e;^

X ̂  0

i = 1 ,

i = 1 ,

i = 1

.mi+1,

•  .ni2 ,

(2.2)

• , a, - c,, aj^j - AI, • n

^1+1 = ̂1 '•• • = and dj^cf-c'i

and bi^cy, ..,b,^c,",

n • ,d,^c['-c{,
/U /I J u'' \ "
'"i ' n n n' "m, - "i - We denote the matrix of (^i . • n • » ^m,) as A and

also do the vector of (^>1 . n n n' I'm,)' as b" .

We reformulate the above formula by using an augmented matrix as follows:

E.L.P. problem : Max X

s.t. A*(XX s )' s
where letXeR,XeR",se R"+i, b* E R3(m,+i>fm2.

(2.3 a)

>* s [d b d e

A* ̂
0,

m,+ l,l

0,mi+1,1

0„m

0,mj+l,n

^mi+l,n

'mi+l,n
D,2,l "m2,n

where 0 is a zero-matrix and E is an identity-matrix.

E,nii+l,mi+I

-Emi+l,mi+l

Emi+l,mi+l

®m2,mi+1

We define

®j ^ (®l-st'" n ■' ■ '^Inii+l )-th • ®(m,+ l) ■ ^l-sf' ' " ''^(nii+lXth • ®(m2+l)) ^
and let b s b^ + Ad-ej*, where Ad is a deviation of fuzziness and e * designates the
perturbed element.
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Ad-Cj

02(mi+l)+m2
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03(mi+1 m2,n+m+1

where ^ (Oi-sr " ".Ij-th'" " '^K+D-th)'

We can rewrite (2.3) by the augmented matrix and vectors as follows:

E.L.P. problem : Max X

s.t. A (XX s )' s b
X , s ^ 0

(2.3 b)

We want to obtain which is the optimal solution for the above problem when a

deviation occurs from d to d + Ad . We suppose there is no exchange of basis columns

on the matrix B which is the basis matrix corresponding to independent column vectors on

matrix A* . We solve this problem by the Revised Simplex Method.

Since X is a basic variable and then the first column of A is a column of the basis matrix

B, B changes as d changes d + Ad.

In the above

and

Ej =

B = B + AdE;

0

(2.4)

1:j-th

0

03(iiii+l)fm2,3(m|+l)fm2-l

The is obtained by the Revised Simplex Method.

= Cg^B'^b*, B-l = (p..) , ij = 1 ,nn n , 3(mi+l)4-m2
where Cg is a unit vector in this case.
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Similarly,

and C g = C g , because of no exchange on basis columns.

= (B+Ad-Ej)"^
= (b (E+B-i-Ad-Ej))"^
= (e+B-i-Ad-Ej)"^B-\

We have to obtain E+B"^*Ad-E;

B^AdE. = B

0

Ad;j-th

0

03

(2.5)

(mi+ll)f 012,3(mi+1 )+m2-1

PijAd

p^jAd

P3(m,+lKm2

03(mi+1 )+m2,3( 01,+1 )f m2-1

E+B'^-Ad-E; =

PljAd+1

P2jAd

0

1

0

0
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(e +B-1-Ad-Ej)"^

PijAd+1

PljAd+1

- fe(mi+l>+m2.j^d
PljAd+1

s M + E.

M =

- 1

P,jAd+l

-

PijAd+1

P3(mi+l)+in2,j^^
PljAd+1

®3(ml+l)+m2,3(ml+ll)^-m2-l

From (2.5),

X  (Ad)maxV /

Cg^B"^ b

=  (M+E) B-i(b* +Ad-Cj*)
= CB^B-ib^ + Ce^jlVI B-ib* + (]VI + E) B-^Ad-ej*}
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=  + c jM B-'b' + (M + E) B-l4d -Cj •}.

Theorem 2.1 If we suppose there is no exchange of the basis column of B with the

optimal solution, then the sensitivity to the width of fuzziness can be obtained as follows:

= q (m B-'b' + (M + E) B-lAd-e/}, (2.6)

Example 2.1 We reconsider Example 1 as a problem of a sensitivity analysis. We
have already got a crisp model as follows:

Max X

s.t. 5 X + Sq s 5

6X + s, s 6

8 X + Sj ̂  8

5 X + So s 5

- Xj - 2 Xj -Sq s - 16.5,

- Xj + 3 Xj -I- 2 X3 -Sj s 23,

Xj + 2 X2 - 3 X3 -S2 s 17,

2 Xj + X2 + 2 X3 -S3 s 21,

2 Xj -I- 7 X2 + X3 s 35,

where s = [Sq Sj S2 S3 ] t s [5 5 8 5 ] ̂

Let's examine the sensitivity analysis about fuzziness of the first constraint. We have to

satisfy at least 11.5 for the goal, since the fuzziness of this goal is 5 and the complete
aspiration value is 16.5. We suppose this fuzziness increases from 5 to 6. We use the

following notation to designate an element. Let

Ad, = -I- 1

which means that fuzziness of the first constraint increases by 1.



35

First, we solve this problem directly by LINDO. Second, we solve this by using
Theorem 2.1. Last, we examine the feasibility and the optimality of the new solution after
we change fuzziness of dj.

In order to make sure that s- takes a reasonable value, we add some restrictions as

follows:

s = [SqSj S2S3]t ̂  [5 6 8 5]\

By the formula of (2.3), the system matrix of the original problem can be expressed as the
following:

[d b" d e ]'

[ 5 6 8 5

A* =

:  -16.5 23 17 21

5685000000000

0000 -1 -1 1 200002

0000 -2 32 100007

000002 -3 20000 1

1 000 -1 000 10000

0 1 000 -1 000 1 000

00 1000 -1 000 100

Looo iooo-iooo i oJ

t

:  35

Hence, the equivalent form is given as

E.L.P. Problem : Max X

s.t. A [x X s]'

where X = [x^ Xj Xg] ̂  0and s = [sq Sj S2 S3] s 0 .

In the process for solving this equation by LINDO, A* is extended with slack variables
and rewritten £is
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[  A*
where 1 is an identity matrix.

'l3.13 J

UNDO can pick up the basis columns for the optimal solution as follows:

B =

5 0 0 0

6 10 0

8 0 10

5 0 0 1

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 -1

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 1

,0 0 0 0

1 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

-10 0-10

0 10-10

0 0 1 1 0

0 0 0 2 0

1 0 0 0 1

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 2 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 -2

0 0 0 3

0 0 0 2

0 0 0 1

0 0 0 0

1 0 0 0

0  1 0 0

0 0 1 0

0 0 0 7 .

We have already obtained the objective function value of the original problem; therefore,
we have to seek only the solution after changing the fuzziness of the first row of A* and the
first element of b* increasing by 1. By UNDO, we can obtain the optimal solution as
X = 0.6552. Since the basis columns for this optimal solution are the same as those of the
original problem, we can keep the assumption that no basis column changes, as in
Theorem 2.1. Hence, by the definition of the sensitivity analysis, we can obtain the result
as follows:

AX(Adj) = X°(Adj)-X° = 0.6552-0.600 = 0.0552.

Second of all, we seek the same results directly by using the matrices on Theorem 2.1.

AX(Adi) = Cb^Im B-ib*-(-(ME) B-iAdj-ei*). (2.7)

Since Cg is the cost coefficient vector corresponding to basis columns.
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and B can be obtained from the tableau of UNDO.
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B 1 =

0.16 0 0 0.04 0.16 0 0 0.04 0 0 0 0 0.04
-0.96 1 0 -0.24 -0.96 0 0 -0.24 0 0 0 0 -0.24
-1.28 0 1 -0.32 -1.28 0 0 -0.32 0 0 0 0 -0.32
-0.8 0 0 0.8 -0.8 0 0 -0.2 0 0 0 0 -0.2
0.2 0 0 -0.2 -0.8 0 0 -0.2 0 0 0 0 -0.2

-0.867 0 0 0.867 -0.867 I 0 0.867 0 0 0 0 -0.8
0.2 0 0 -0.2 0.2 0 1 -0.2 0 0 0 0 -0.2

-0.467 0 0 0.467 -0.467 0 0 0.467 0 0 0 0 -0.2
-0.2 0 0 0.2 0.8 0 0 0.2 1 0 0 0 0.2
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0
0.8 0 0 -0.8 0.8 0 0 0.2 0 0 0 1 0.2

0.133 0 0 -0.133 0.133 0 0 -0.133 0 0 0 0 0.2

M =

-0.138

0.828

1.103

0.69

-0.172

0.747

-0.172

0.403

0.172

0

0

-0.69

-0.115

'13,12

= [i ooo ; oooo ; l ooo ; o]'.
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We substitute these matrices into (2.7). Then we obtain the first term and the second

term.

Cg^M B-ib* = - 0.0825

CBt(M + E) B-iAdj-ej* = 0.138.

Hence,

AX(Adj) = - 0.0825+0.138 = 0.0555.

The last thing which we have left is checking this result on optimality and feasibility

conditions. To preserve the feasibility condition (see [4]), we must have

X - [ X X]° Sq Sj Sj S3 ]
= B ̂ b ^ 0,

where X® is the optimal solution after changing fuzziness.

In our case, B is obtained by LINDO and b is written as follows:

b = [ 5+1 6 8 5 : -16.5 23 17 21 : 5+1 6 8 5 35 ]'.

Hence,

= [ 0.655 10.33 2.04 0 2.069 0 0 1.724 2: 0

X° = B ̂ b

To preserve the optimality condition (see [4J), the reduced cost for the maximum problem

must be satisfied.

^ - Cj = C^B"^Pj-Cj ̂  0 for all j element,
where Pj is a vector on the optimal basis and ̂  is thej-th element of C^. In this case

C'=[l 0000000] \ and C^= [l OOOOOOO]',
therefore.
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?! = [5+1 6 8 5

and c]"= 1.

0  0 0 0 0  0 0 0 0  ]'

Results for other elements can be obtained similarly as follows:

z. - c- = 0 j = 2, • • •, 12
J  J ' »

Hence,

^13' ̂ ^13 ~ 0.1034 .

Zj - Cj s 0, for all j element.

We show results with changing every element of fuzziness in Figure 2.1.(See Page 40)

From this figure, we can find that the relationships between AX and Adj is not necessarily

linear as we know from Theorem 2.1. An infeasible point appears on this figure, since

intersection area disappears as fussiness is lost on all the goals or constraints.

We have discussed the case in which we have just one deviation of fuzziness so far. We

can extend the above procedure for more than two deviations of fuzziness at the same time.

We show this as follows:

b s b*+ T Ad„-e-*
^  Pi Pi '
RGNo

where No = (Pj I pj is the index number with respect to the deviation of fuzziness]

7  -e*Pi Pi

rsn,

(2.8)

A s A* + 03(mi+1 )f in2,n+m+1

02(m,+ l)fm2
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Adj Adj

1.0

Ad

5  original point

infeasible point

10-510

Figure 2.1 The Result of the Sensitivity Analysis of Example 2.1
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As the previous case of (2.4), we assume there exist no exchange in the basis matrix B.
Let

B n B+ I Adp-e;.
RSNo

(2.9)

We apply the Revised Simplex Method to solve this parametric problem. On the other
hand, we can obtain the following relation like the case of just one deviation.

where

niBX o

J = "^bB-'B,

B-' - B + 2
\  ReNo /

= (EfB-l-X Adp;E Wb-^
\  R^No / '

En =Pi
^p-th ®3(nii+ l)+m2.3(mi+ l)f m2-1



Adpj

0
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B 17 Ad •£„ = B 1
^  Pi Pi
Pi

Acip2

0

®3(mi+l)+-m2,3{ini+l)+m2-l

Adp,
no
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1
PiSNo

1
PiGNo

Z fe(mi+l)fm2,Pi^'^i
Pi^No

®3 (mi+l>+ni2. 3 (mi+l>+ni2-l

E+B-l- X - M. + E
rSNq

where
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Mp n

RGNo

- I P2p Adp,
RSNq

I P.p,H+i

- 1

rQ^o

®3(mi+1 )f m2,3(nii+1 )+m2-1

n ^ P3(m,+l)fni2,Pi'^'^Pi
r€No

I P.P,n,-^i

Since B "^ = (Mp + E) B ̂ ,-1

C^B^b

= Cg^B^b

= Cj' (Mp+E)B->/b'+ J_ Adp-ep']
\  PlENo /

= C3'B-'b' + C^(MpB-'b*+(Mp+E)B-' j; idp-e^^
\  RSN« /

«|MpB-ib' + (Mp+E)B-i5; Adp^-epi
\  RGNo /■

~ ^max
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Theorem 2.2 If we suppose there is no exchange of the basis column of B and we

have more than two deviations of the width of fuzziness, then we can obtain the following

relation:

AXJAd^ , Ad„
A  Pi P2. n • • . + Cb' /Mp B-lb' + (Mp + E) B-1 2

I  ReNo /.
(2.10)

Example 2.2. We will show the case of the sensitivity analysis concerning more than

two deviations of fuzziness on the problem of Example 2.1. We consider the case that

Adj = + 2 , Ad2 = - 1 , Ad^ = + 3 .

We can solve this problem by Theorem 2.2.

A>(Ad, , Adj , Ad^) . K°(Adj , Ad^ , AdJ - X."

= Cb'|Mp B-'b' + (Mp+ E) B-l(id,-e,* + 4d2-e2* + 4d4-e/)}

The only difference from the case of Example 2.1 is on the matrix Mp,

where

Mp -

- 1

PjjAdj + PjjAdj + Pi4Ad4 + 1

- (p21^^1 + P22^^2 + p24^^J
PijAdj + Pj2^d2 + Pj^Ad^ + 1

'(Pl3.1^^1 Pl3.2^^2 ^13.4^^4)
_  Pl4^^4 ^

03(m,+1 )+m2,3(mi+1 h-my 1
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Mp =

-0.305

2.582

-0.555

0.138

-0.602

0.138

-0.324

-0.138

0

0

0.555

0.092

013,12

Since we may use the previous result of B and b*, the first term of AX is as follows:

CgtMp B-^b* = - 0.1833

We seek the second term of AX as follows:

Adj-e^* + Ad2-e2* -i- Ad^-e/

= +2[l 000 iOOOO i lOOO :0]'-l[0100 iOOOO iOlOO :0]'

+3[0001 ioOOO :0001 ;0]'

= [2-10 3 iooOO ;2-103 :0]',

and then

Cgt(M + E) B-i(Adi-ei* -h Ad2-e2* + Ad^e/) = 0.3055.
Hence,

AX = -0.1833 + 0.3055 = 0.1222 .

On the other hand, we can obtain the same result by LINDO as follows:

AX = X°-X° = 0.7222 - 0.6000 = 0.1222
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2.2 SENSITIVITY ANALYSIS (TYPE2)

We consider the sensitivity analysis of Fuzzy Linear Programming (Type 2) in this

section. The definition of the sensitivity analysis is the same as that of Type 2; however, in
this case, the deviation is concerning parameters of fuzzy numbers such as the width of

fuzziness. We have already obtained an Equivalent Linear Programming problem on Type
2 as (1.4). The main content can be found in [8] and [15].

Problem: Max X

s.t {ttj-(l-h)Wi} X + Sj s b; , i = i,...,m,

djX+Sj s dj,

X ^ 0.

We introduce some nonnegative slack variables U; and tj, then we can obtain the
following L.P. problem in a standard form.

Problem: Max X

s.t. {ai-(l-h)Wi}X + Si-Ui = b, , i = i,... ,in

djX+Si + tj = d;, (2.11)

X, , Sj, Uj , d; ;a 0, X ̂  0 , i = 1 , • n n , m.

The extended coefficient matrix L of the above problem is represented as follows:

L =

1  -1

®m,l ®m,l {

®m,l 4ii,l

where 0 is a zero matrix and I is an identity matrix with some dimension.

We can write the system equation as

LX = g.

Ol.n Km Oi,„

(l-h)w}m,n Ifiun ~ ̂ n.m Om,m

Om,n m,m

(2.12)



48

where

X - Xj j Xj j j j j j ] and g = [ Oj j j ^m,i]^

We suppose there exist 2m +1 independent columns among L . We can pick up 2m+l
columns from the extended matrix of L and make the basis matrix B in order to solve the

system equation of L X = g with the method of the revised simplex computational

procedure. Let the width of fuzziness Wj^| be reduced by Awj^j and the corresponding
column vector varies as follows:

^+1 _ gi+i ^ (l-h)Aw^,

where ei+Ms the 1+l-th column vector of L and ,0,...,o]'. We
number columns and rows from zero. Let

yJ = B-Mj
y

then,

y'""^ = B-i ̂ +1

= B-M'+i + (l-h)Aw^, B-M^ .

Let B"M'+i = Ip , namely, e'+1 is thep-th independent vector ofB. This procedure
is necessarily to find out which columns of matrix L can become basis columns, c is

not necessarily to be the 1+l-th basis column. We can express the above formula by using

a unit vector as follows:

t'*' = 'p + (i-h)Aw„B->i^_ B-n^ . n' = [no,u, -..,n2„,Ji

We can choose ei so that B'Mj = I^^p and we can make the rest of 1^. However, we
have to select as many basis columns from L not corresponding to slack variables as we

can, since we would like to avoid losing information contained in a system. We make the

inverse matrix from all the basis columns which are transformed the original columns into
imit vectors in L including the perturbed column as follows:



B - [l + (l-h)Aw^,B-il^p]-\

Perturbation term is expressed as follows:

49

AWk,B-ilkp =

0 • • 0 nokAwj^j 0 • • 0

IlikAw
kl

0- -0 • O-.-O
^2m4sAW|^j

where the matrix I^p is a null matrix except for the element (k, 1) which equals a unity and

only the p-th column is nonzero in the above matrix.

All the basis columns gathered after transformation into unit vectors can be written as

follows:

I + (l-h)Aw^,B-il^p =

10 - -

0.

(l-hpokAw
kl

(l-h)nikAw
kl

1 + (l-h)np,kAw
kl

(l-h)np+i,iAw
kl

•0

(l-h)n2„j^w^, n n•01

The inverse of this matrix is gi\ en by
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(l+(l-h)Aw^, =

1 0...

0...

-(l-hKiAwid
1 + (l-h)npj,Awu

-(l-h)nikAwki
1 + (l-h)npj,Awk,

1 + (l-h)npkAwk,

-(i-h)rViiAwM
1 + (l-h)np^Awu

- (l-h)n2mkAWM
1 + (l-h)npj,Awki

..0

.. 0 1

where Ilij is the (ij) element of the basis inverse matrix B We assume that the

deviation of does not change the basic variable as the case of Type 1. We want to
seek the optimal solution after the deviation of . First of all, we can obtain the optimal

solution before the deviation Aw^, as follows:

X° = B 1 g. (2.13)

The new basis matrix is given by

B = B + (l-h)Aw^,I^p, (2.14)

where we have to keep the following condition, to preserve the feasibility

X° = B 1 g ^ 0

and to preserve the optimality
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Zj- Cj = CoB^'Pj-Cj :S 0^

where Cq- [i i O - O] and Pj is the vector of the optimal basis.
On the other hand, from (2.14),

B = B + (l-h)Aw^,I^p

= B(l+(l-h)Aw,|B'llJ,

and then.

Therefore,

B-' = (l + (l.h)Aw„B-ll,J-'B-',

B''g= (l+(l-h)AWy B-'I|,p)''B''g
= (l+(l-h)Aw^|B-llJ-'x°
= (l+(l-h)Awyn'^p)"^X°,

where • • • .nV.h «2mrl,l]-

Hence, we can obtain the new optimal solution as follows:

X° = (l +(l-h)Aw^,n''P)"^X°
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10 - -

0...

-(i-h)noiAW)^.,

1 +(l-h)np,kAw,^,

-(l-h)niitAw^i

1 +(l-h)np,kAw^,

1 + (l-h7npkAw^,

(l-h)np^.i,Aw
kl

1 + (l-h)np,kAw^,

-(l-h)n2„jcAw,^i

1 +(l-h)np,kAw^,

...0

• ••0 1

Po

Pi

PL H2m J

We rewrite the basic solution of (2.13) as P - [Po P2m] •

P = B p.

Pi = Pi
(l-h)nikAw^, p

1+(l-h)np,kAW|^,
A

where P j is the i-th element of p .

From these expressions.

AX — pQ - Pq -
-(l-h)nokAW|^i p

l+{l-h)np,kAw^, ^
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Theorem 2.3 We suppose there is no exchange of the basis column of B with the

optimal solution, then the sensitivity to the width of fuzziness can be obtained as follows:

AX(AwJ=P„-P„ = _<1±5^^P^. (2,15)
1+(l-h)np,kAw^, P

Example 2.3. We consider the sensitivity analysis on the following problem.

F.L.P. problem : 5 Xj + 3 X2 > 13,

(Type 2) 2 Xj + 7 X2 > 17,

- Xj - X2 > - 3 ,

which is expressed by the following vector forms of fuzzy numbers.

AiX ~ bj , aI = {aj = (5,3) , Wj =(2,1)) ,

AjX > h2 , Aj = (02 = (2,7) , W2=(l,0)) ,

A3X ̂  b3 , A3 = (03 = (-1,-1) , W3 = (0,0)).

This problem can be rewritten in a standard form by (2.11).

Max X

s.t. 4.2 Xj + 2.6 X2 + Sj - Uj = 13,
1.6 Xj + 7 X2 + S2 - U2 = \1
- Xj - X2 + S3

3 X. + Sj + tj = 3

X, + $2 + t2 — 1

X + S3 + t3 = 1

"3 = - 3,

where h-level is given 0.6 as the prior information.

Let's examine the sensitivity analysis, if we change the width of fuzziness of w j's first

element which is reduced by Aw^j = -1.5, namely, decreasing fuzziness on a fuzzy
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number 5. First, we can directly solve this problem to compare the result before changing

fuzziness with that after decreasing fuzziness by UNDO. The result of the sensitivity
analysis is as follows:

Ak = k - = 0.597 - 0.496 = 0.101 .

Next, we solve this problem by Theorem 2.3. We need some information in order to use

this method, such as the extended matrix L and the basis matrix B and the basic solution

of the original problem. The extended coefficient matrix L is obtained from (2.12).

1 -1 0 0 0 0 0 0 0 0 0 0 0

0 0 4.2 2.6 1 0 0 -1 0 0 0 0 0

0 0 1.6 7 0 1 0 0 -I 0 0 0 0

—

0 0 -1 -1 0 0 1 0 0 -1 0 0 0

0 3 0 0 1 0 0 0 0 0 1 0 0

0 1 0 0 0 1 0 0 0 0 0 1 0

- 0 1 0 0 0 0 1 0 0 0 0 0 1

The basis matrix B can be obtained from the results by UNDO.

1 -1 0 0 0 0 0

0 0 4.2 2.6 1 0 0

0 0 1.6 7 0 1 0

—

0 0 -1 -1 0 0 1

0 3 0 0 1 0 0

0 1 0 0 0 1 0

_ 0 1 0 0 0 0 1

The inverse matrix of B is
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B

1 -0.125 -0.037 -0.586 0.125 0.037 0.586

0 -0.125 -0.037 -0.586 0.125 0.037 0.586

0 0.185 -0.130 -0.427 -0.185 0.130 0.427

= 0 -0.060 0.167 0.013 0!060 -0.167 -0.013

0 0.376 0.111 1.759 0.623 -0.111 -1.759

0 0.125 0.037 0.586 -0.125 0.962 -0.586

_  0 0.125 0.037 0.586 -0.125 -0.037 0.423

The basic solution can also be obtained by UNDO.

Po = [Po Pi - Pj'
= [x° Xj Xj Sj Sj s^ ̂
= [0.496 0.496 1.486 2.016 1.511 0.503 0.503] ̂

Since = Awj j , this case is given as k =1 , 1 = 1. We want to seek the number of
subscript p to obtain ripj^ .

B le'+i

= B ie2

= [00 1 0000]'-

Therefore, p = 2. We obtained all the data to execute the sensitivity analysis as follows:

h = 0.6 , Aw,j = -1.5 , noi=-0.125 , n2i = 0.185 , p2= 1-486 .

Hence, by (2.15) ,

AkI(Aw„=1.5)= . 0.
l

101

 + (l-h)n2iAwj,

In addition to this result, and by UNDO, we can easily check that the basis vectors do not

change by decreasing fuzziness on this case. Finally, we will show the results with some

h-level cases in Figure 2.2. (See Page 56)
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original point

infeasible point

1.0

h = .6

.5

X
X' /

- Awh = .4

— Aw
12

/h = .

.0

Figure 2.2 The Result of the Sensitivity Analysis of Example 2.3
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2.3 STABILITY IN FUZZY LINEAR PROGRAMMING

In this section, we investigate the stability of the solution in Fuzzy Linear Programming
with respect to the variation of the fuzzy parameter, a , the center value of a fuzzy number.
Stability means that the amount of the deviation of the optimal solution can be bounded
within the sufficiently small amount of variation corresponding to the deviation of the
perturbed parameter.The basic concept can be found in [9] and [10]. First we set Fuzzy
Linear Programming as follows:

Problem: ^x<bj , i = 0,i ,...,m^
where aj = (aj^, • • n , and x = (Xj, • n • , x^).

(2.16)

Let us apply Theorem 1.7 for this problem. From the proof of Theorem 1.8, we can
rewrite the left hand term of this problem as

yl = = ( "i X' Wjlxli ), (2.17)
where |x|j = ((Xj], • • • , |xj) , and then bj = (bj, dj) By Zadeh's Principle (see
[14]),

y.-h. = ( a; x-bj ,Wi|x|i + di)

Hence, the membership function of this problem is represented as

Pi(x) = l,_fVL±i_
Wjlxli +d.

0

,  if ttj X :S bj

,  if otherwise

,  if O; X > bj + Wj|x|j + dj

We assume that there exists the deviation from the exact center value of aj and bj, and this
deviation is small so that it could satisfy the following conditions.

1 Ojj - ttjj (b) I s 6 , 6 > 0 ,
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Max I bj - bj (s) I s 6 .

We consider the optimal solution of the following problem in which we change the

center value of a fuzzy number.

Problem ; x < b^ , i = 0 , l , n ■. , m ,
where af = , wj, bf = , dj.

(2.18)

From Definition 1.3(b), we can obtain the optimal solution as follows:

p.^(x) = Min pf(x)
i = 0,...,m

(x*) = Max (X).
^  ' XSR° ^ ^ '

Theorem 2.4 Let p(X) be the solution of (2.17) and P^{X) be the solution of
(2.18), and 0 < Pj (X) < 1 , 0 < pf (X) < 1.
Then,

llHi(X) -(.f (X)ll, = SUp|n(X)-t.'(X)| < 6(i+i)
xeRn 1 ^ a

where d = Mindj and w = Minwj, dj , Wj- > 0.

Proof:
Ipi(X) -pt(X)lli = |p(X)-p6(X)|

I  «i ^ -bj
Wj lxlj +di

I h- - bi(6) + 0^(5) X-a-X
W; |x|i+di

^ «i(&) X -bi(6)
Wi |x|i+di

|bi-b|(6|| + Oils) X - a; X|
"i hill +di
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6 + 11 ai(6)-ai lljxlj

^ 6

Wi|x|i +di

1 + H
Wjlxli +di

s 6| -2^+
w  d

Since we can guarantee the stability on the deviation of the center value, we introduce the

sensitivity analysis on the center value of a fuzzy number, a. We consider Problem (1.4).

The extended coefficient matrix L of that problem is given in (2.12). We take a small

change on a instead on w in the previous section. We can develop this problem like in the

previous Section 2.2. Let the center value ctki deviate by Aaj^j An element of the matrix

L changes as follows:

;^+l _ gl+i

where is the deviation of the k-th row's element of a in L.

As we have already known the similar procedure in the case of the width of fuzziness, we

can find out the following real basis column which is affected by the deviation of a .

Let

Since

y'*' = B-'

= "p + B-' 'k-

I + Aa^, B-i =

1 • • 0 rioiAai^i 0 n • 0

riiiAa
kl

o -o „ n O-.-l
n2m,l(Act|j|

then
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10 - -
- riokAa^i

1 + ripjAa
ki

•0

- riikAa^i

1 + HpiAakl

L

1 + HpiAci
kl

- rip+ijAakl

1 + ripiAa
kl

0...
- ri2m,kAakl

1 + HpiAakl

• ••01

Hence, we can get the optimal solution X° for the deviation of a.

xS = (l+Aa^,B-ll,p)-'x»,

HikAa.
P

"■kl P. = Pr 1 + rip^a^i r

Theorem 2.5 We suppose there is no exchange of the basis column of B with the
optimal solution, then the sensitivity to the center value of a fuzzy number can be obtained
as follows:

AX(Aau) = P„-Po = Pp
1 + rip.vAaij,,
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2.4 SENSITIVITY ANALYSIS AND INFORMATION VALUE

If we are given all the coefficients of a system exactly, we are likely thinking that we

don't need to use fuzzy numbers, fuzzy constraints and fuzzy goals; however, it is

impossible to gather all the information exactly. Moreover, even if a system can be

expressed exactly, it is not necessary that a feasible solution will exist. In this section, we

consider the relationship between fuzziness and existence of the optimal solution as the

original study. Theorem 2.7 gives us the most important reason why we should use the

fuzzy programming method. Moreover, we introduce the new method on the sensitivity

analysis which we call the standardized sensitivity analysis. In this method, we can extend

the sensitivity analysis in general cases so that we do not need to specify any perturbed

elements and also we can grasp the total sensitivity against the generalized amount of

deviations without any consideration on the numbers of perturbed elements or any

designation on specified elements in a system by using the Information Value.

Definition 2.1 The Information Value is defined as

A Wj.
1 - 0 s Awjj s Wjj

IJ > J J >

where Wjj is the width of fuzziness of each coefficient and ^ Wjj is the decreasing
amount of its fuzziness, namely, the deviation.

The information which gives us the exact data on A- , namely, Wjj = 0 ; (1 = 1) , is

called perfect information on A- , and the information which gives

AWjj = 0 ; (1 = 0) is called zero information . The intermediate information is called
imperfect information.

Next, we introduce the concept of the generalized sensitivity analysis by the Information

Value. A sensitivity analysis, so far, has been performed in the sense that we select one or

more deviations of fuzziness of coefficients arbitrarily. Meanwhile, we would like to

evaluate the sensitivity analysis for more than two deviations as the standardized sensitivity

analysis corresponding to the Information Value.

Definition 2.2. The Information Value for more than two deviations is defined as
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n

_ 1I = ̂  n, 2 s: n s N,
i=l

where n is the number of the elements of which fuzziness is reduced and N is the total

number of coefficients which have fuzziness.

Definition 2.3 The standardized sensitivity analysis in which we have more than two

deviations is defined as

Pn(l;Al) = e{^ A^Aw,.,-,Aw^-), (2.20)

where we suppose to have N coefficients with fuzziness in a system.

We show the procedure to calculate (2.20). First of all, we pick up n coefficients among
N's arbitrarily and change their n's original subscript numbers into new subscript numbers

from 1 to n . The special notation, i = Lj^ ̂  means the average operator in the sense
"'iW

that we consider all the cases in order to take a mean value for AX where we can change

any Awj under fixed n elements subjected to I = — 2! • We suppose AI is the unit

of disctized 1; therefore, we may only consider the finite number cases to take an average.

I N IThe notation, E | is also the average operator corresponding to all the cases which can
I n )

be selected n c(x:fficients among N.

We can regard the standardized sensitivity analysis as the sensitivity analysis on the total

system. We do not need any consideration about the number of perturbed elements and

about which elements deviate from their initial data, since these factors are generalized as

the amount of the Information Value. This method is more available to investigate the

sensitivity in the case that we can not know exactly which element is perturbed.

Theorem 2.7 We can obtain the standardized sensitivity analysis on every element

corresponding to the fuzzy parameters such as the center value or the width of fuzziness on

a system matrix with perfect or imperfect information as follows:
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... I \ fo ,if?i°=1.0(1) Pn(i,ai) =
( infeasible, if X° l.O )

(ii) Pn ( 0, AI) = 0
where X is the optimal solution for the original Fuzzy Linear Programming problem in
which we are given no information.

Proof (i): From Definition 2.3,

Pj 1 ,AI) = E {N l-E ̂ AX( Aw...... Aw^.).
n:^, w.

i=l

o- A 1 ^Since 0 ̂  A w.. ̂  w.. and 1.0 = I = X ̂  ^ = 1 Hence, we
H ̂  w.. ' w.

i=r ' '

may consider just one case to take an average value concerning Aw...

Pn(i,AI) = EjNj AX(Aw.. = w.,.....AWj^- = Wj^- )
_. |N 1 _ ,

1N i consider one case, namely, all the fuzzy numbers are picked up.
Hence Pf,j( 1 ,AI) = AX| w.., ••• ,w^. j. On the other hand, Aw;'= «-;■ means Ajj = Ojj ^
where ctjj is the center value of a fuzzy number, Ajj ; therefore. Fuzzy Linear Programming
becomes just a crisp problem which has no fuzziness. Since X° ^1.0^ Pj 1 , AI) is
infeasible.

Proof (ii): Since we have N deviations,

Pn(o,Ai) = AX(Aw...-.Aw^,)
-I

N, , Wj.
i=l

Since I - 0 , then every Awy _ o , which means no deviation corresponding to every
fuzzy number. Therefore, we can say
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Hence,

AX = x| Aw,'.---.Aw^'j-X°
= X(0.-.0)-X°

= x° - x°

= 0.

Pj,j(o, AI ) = 0. Q.E.D.

Theorem 2.7 is important in a sense that it means Fuzzy Linear Programming gives us a

compromised solution even if constraints and goals can not be satisfied at the same time.

Fuzziness of each coefficient acts an important role to avoid a infeasible solution, because

losing the fuzziness causes to vanish the intersection area in which all the conditions are

permitted. If there exists this area before losing fuzziness, we do not need to use a fuzzy

method, because X° = 1.0 means that we do not need to seek the compromised solution.

On the other hand, increasing fuzziness decreases exactness of a solution; therefore, how

we chose fuzziness for each coefficient is a problem which is left to be solved in the future

for us. Moreover, this method is complicated for computation; therefore, we have to study

on how to calculate this value as the number of grid points which is corresponding to the

difference of the Information Value goes to infinite in the future.

Example 2.4. We consider the same case as Example 2.3. By Definition 2.3, we seek

Pj (I ; AI = 0.1 ). Since coefficients with fuzziness are Ajj, Aj2 and A21. We can pick

1 3 \up all the cases for as follows:
1 2 I

j 2 j = ̂ (^11 ' ̂12)' (^12 ' W21). (W21 . Wii)}

Since the difference is given as AI = 0.1 , we can determine Aw.^ for each case. If I is

given as Iq , then Aw.^ can take the following values. We rename (w^j,Wj2)as

(AWj'.Aw^'I Aw^' can take some values corresponding to

I,I-AI,I-2AI,..- ,I-(X-ijAI , 0 as Aw^' takes some values corresponding to

0 , AI , 2A1 , • n n , 1^ - ij AI , I. We take an average of all the combinations under the
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fixed Information Value. We can obtain X (Aw,', Aw^) on each fixed value of 1 by LINDO
or vector calculation in Theorem 2.3. The last thing is taking an average on all the cases
which have the same value of 1. The result of the relationship between AX, and 1 is
expressed as follows.

^ a 1.64
1  >

X a 0.5+ 1.641 , 0<1< 1.0.



CHAPTER 3

THE APPROXIMATION OF FUZZY NONLINEAR PROGRAMMING

3.1 FUZZY LINEAR PROGRAMMING WITH NONLINEAR MEMBERSHIP

FUNCTION

In this chapter, we deal with Fuzzy Linear Programming (Type 1) with nonlinear
membership functions. Fuzzy Linear Programming was introduced by Zimmerman in
1978.(See [3]) This programming can be transformed into a conventional linear

programming mentioned in Chapter 1; however. Fuzzy Linear Programming has always
had a linear membership function. We extend this function in a more generalized form. In
our method, even if a problem include a concave part, we can write this problem as a
compact form without any transformation from a convex to a concave problem and can
compute a concave-eonvex problem easily by using the vector of choice. Although this
method deals with only the case with a simple fuzzy goal or constraint, we will be able to
extend this method to general cases by selecting the vector of choice. The other methods
can be found in [11] and [18]. Characteristic of membership functions may be nonlinear
smoothing curves in the real world. From Definition 1.3 (b), a decision making can be
done as follows:

«o ̂  = max min^~(A.X)j. (3.1)
xex I j J ■' /

Let Aj be a fuzzy constraint or a fuzzy goal set in Y = whose membership function
is expressed in a piecewise linear form, and let

{''ji (y)' crj2 (y)' • • • ' (y)} be a set of linear functions on a constraint Aj. We
consider the three types of functions, a convex function, a concave function, and a

concave-convex mixed function. A membership function (y) denotes a convex part
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and (y) denotes a concave part. We suppose there exists only one inflection point on
a nonlinear interval.

M(y) =
(m' \ jm' \

V 0 , yEY

where operator, ^ means the maximum value among all the concave functions,
j = 1 .m'

1*^ (y) . and an operation, ^ means the minimum value among all the convex
'  j = 1 ,m"

functions, . Hence, we can express all the membership functions as piecewise

linear functions. We will show some examples for piecewise linear membership functions
in Figure 3. l.(See Page 68)

We deal with the following three types of functions: (a) type is a convex, (b) type is a
concave and (c) type is a concave-convex function which has only one inflection point on
the interval. We show some examples.

(a) type function:

p'^iy) = a[l-exp{-b(y-yO)/(yi-yO)j] , a>0 , b>0,
and p'^(y) =1 , if y > y^ , p^(y) = O , if y s yO^ where y^ or y® is a point

which satisfies p'^(y) = 1 or p'^(y) = 0.

(b) type function:

p^(y) = a[l-expj-b(y-yO)/(yi-yO)j] , a>0 , b<0,

where y^ or y*^ is a point which satisfies p^(y) = 1 or p^(y) = 0.

(c) type function:

Ry) = 1/[I+(y-c)P] , p = 2,4,6, - - ,2m .
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1.0

(A) i4[( f^i(y) ̂  <'2(y) ^3(y)) ̂  i] v o

1.0

0.0

yO yl

(B) M^[( ai(y) v Ojiy) v 03(y)) a l] v 0

1.0

yO yl

(C) Ojiy) V 02(y)) a ( Oj(y) a ojy)} a l] v 0

Figure 3.1 Fuzzy Logical Representations of Membership Functions

in Piecewise Linear Functions.
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(a) type function satisfies

p'^iqyj+(1-q)y2) ̂  qM(yi) +(1 - q) ̂(ys) . 0 s q s 1 , yi < yj ,

(b) type function satisfies

^''(qyi + (1 - q) y2) qp^yj) + (i - q) i^yj) .

Since (c) type can be divided by two parts, the one side on the inflection point can be
expressed by (b) type, another side can be done by (a) type, all these functions are
supposed to be monotonically increasing or decreasing .

In this thesis, to make it easier, we restrict to the case ourselves when there is only one
fuzzy goal or constraint and the others are strictly crisp inequalities. The following
problem is one of them.

Problem: cX

s.t. DX s e ,

X ̂  0

3.2 APPROXIMATION METHOD WITH PIECEWISE LINEAR

FUNCTION

First, we consider how to solve the problem whose goal, CX , is expressed by the
membership function of type (a). Before we solve this problem, we have to determine how
to select the difference on the interval of the nonlinear part. To make it easier, we divide

equally n grid points as follows:

p^(y) =
n

A Oj (y) I A 1
Hi=i I

vO

,, flyO + Ail-flyO + Ali-ll)
"i (y) = —r—^—- y+bio, (3,2)

A

where y = CX , A s (yi - yO) / n and ,
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^  _ f (yO + A (i - !))• (yO + A i) - f (yO + A i)- (yO + A (i -1))
Djq =

We can express the membership function, by using n distinct linear functions. First,

we make a piecewise linear function for each ; then we can make a crisp model for each

by (1.3).

Piecewise Linear Programming:

(We call this as P.L.P.)

Max X

s.t. X s aj(y)

DX s e,

y = CX,

Since CFi(y) is linear, the equivalent model is given like that on (1.3).

Linear Programming : Max X

where dj =

y.^ =

n

b

■0 -

s.t. cx + S. ^ b.
I  1 y

djX + Sj ^ dj ,
DX s e.

(l-b.olA/iflyO + AO-flyO + AO-l))) ,
-b,„A/(f(yO + Ai)-f(5fl + A(i.l))l ,
>■!■

i = 1 , ••• , n ,

(3.3)

(3.4)

Next, we consider the case of (b) type, whose membership function can be expressed as

vOp^(y) = I V ai(y)| a 1
In this case, we can't make the same type of the problem of (3.3) like the case of a convex
membership function, because a concave function cannot be expressed as the minimum
problem on all . Even if we can get the optimal solution, X°, it is not necessarily so that
all the constraints on O; satisfy X s a-{y) . Hence, we have to solve this problem on
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each interval of i. In order to solve these difficult conditions, we introduce the new

expression for this problem.

P.L.P. : Max X,

s-t. X* = X-6

Oi(y) + L(l-6;), i =
y s (Ai + bo)6j + y(l-6i), (3.5)
y ̂  (A(i-l) + bj6j + y(l-6i),
DX ̂  e,

y = cx,

where X = (Xj , • • •, ) , 6 = ( , • • • , 6^^) and 6 is a unit vector, i.e.,
6 = (0,- • •,0,1,0,- • -,0). We eall this vector as the vector of choice. We select a big
positive number L so that constraints which include L satisfy their inequalities completely

if6i = 0.

In this piecewise linear programming, if we take 6 = (0,- • -,0,1,0,- • -,0), where the i-th
element is one, this problem can be reduced as follows:

Linear Programming : Max X

(subproblem) s.t. X- s ai(y)^

y^Ai + bjo, (3.6)

y a: A (i -1) + h.Q,

DX s e,

y = CX.

This is equivalent to the following model:

Equivalent Model: Max X

(subproblem) s.t. CX + Sj ^ bj , i = l , • • • , n,
djX+Sj a d-

I  1 1 ,

CX s A i -f bjo, (3.7)
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CX ̂  A(i-l) + b,o,

DX s e

In order to get the optimal solution for the original problem, we apply this process for

each i, namely, we consider all the unit vectors as 6. The last thing we have to do is to
solve the following problem:

Main Problem: X* = Nto(x°}, (3.8)

where Xj is solution for each equivalent model.

For example, if Max {X°} = the optimal solution is as follows:

k = , X* = xpo , 6* = 6io ,

Ky) = V Oj(y)| A I A OjCy)! A 1 vO

I  lj=n,+ l )

where M-Aty) denotes the concave-convex membership function and only one inflection
point lies on the point which joints and n,+i. First, we consider only one , which
is divided into two parts as follows:

"i

=  V o- (y)
j=i

n

=  A Qj (y)
j=n,+l

By selecting the vector of choice, y, each problem can be divided into a convex part and a

concave part and can be solved by the method mentioned in a convex case or a concave

case. Moreover, we can designate subproblems by the vector of choice 6. We can express
this problem as a maximum problem as follows:

*A ♦V

P.L.P. : Max X (1-y) + X y
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s.t. X = X8

Xj s a;{y)+L(l-6j) + M{l-y) , i =
y s (Ai + bo)6i + y(l-8i),
y a: (A(i-l) + bo)6i + y(l-6i)^ (3.9)

♦ A

X  :S aj(y) + My , i = n, + l ,... , n ̂

y ^ yinnect+M(l-Y),
DX s e,

y = CX,

where X = ( X^ , • • • , X^ ) , 8 = ( , n • , 8 is a unit vector, i.e.,
8 = (0,- n -,0,1,0,- • -,0), L and M are very large numbers. Y must be 0 or 1 and

and X ̂  0.

It is clear that if y = 0 , then this problem can be reduced to the problem of the convex

case and if Y = 1, then this problem becomes the problem of the concave case. We also call
this Y as the vector of choice. These expressions of this problem with the vectors of choice,

Y and 8, may be considered as a Mixed Integer Programming probIem.(See [4]) In this

thesis, we consider all the cases of combinations of 6j and Y and compare all the solutions

of subproblems for all the cases and pick up the maximum value as the optimal solution;

however, if n is larger, it is advantageous to solve this as a Mixed Integer Programming

problem .

Example 3.1. We consider the following problem.

Problem: CX

s.t. DX s e
y

X ̂  0 ,

where

C = [ 1.1 1.4 ], X = [Xj Xj]'^ C" = [15.4]^ C' = [4.62]^
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D =

0.65 2.3

1.0 2.0

0.9 0.8

1.3 0.7 J

e = [ 14.95 14 7.2 9.1 ]\

Furthermore, the membership function of the goal is expressed as

p-(y) =
1  , if y > 15.4

1.431 [1 - exp ((- 1.2) (y - 4.62))] , if 15.4 a: y > 4.62

0  , if 4.62 > y

We can transform this problem into the following Piecewise Linear Programming problem.

PI: Max X

s.t. X s Oj (y), i = 1 ...
DX ̂  e

»

X ̂  0
»

y = CX

. n

First of all, we make a piecewise linear function {o-). To make it easier, we set n = 3 , 3 is

the number of grid points. Therefore, A = (c " - C 0 / n = 3.593 . By (3.2), we obtain each
O:.

aj(y) = 0.1312 y-0.6065'

a2(y) = 0.08 y - 0.251-

Oj{y) = 0.0569 y - 0.0915.

Then we can express the problem of PI as the equivalent linear programming problem.

P2: Max X

s.t. CX +Sj ̂  bj

d-X+ S; dj
1  I 1 )

DX ̂  e

1 = 1 ,2,3,
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X ^ 0,

where one can determine bj and dj from (3.4). Therefore, we may just solve the
following linear programming problem.

P3: Max X

s.t. l.lxj + 1.4x2 + Sj ^ 12.263

l.lXj + 1.4X2 + ̂2 Si 14.215

I.lXj + 1.4x2 ^ ̂ 15.4

7.616X+S, s 7.616
^  i

II.362X+S, s 11.362

I6.95IX+S2 s 16.951

0.65Xi + 2.3x2 14-95

l.OXj + 2.0X2 ̂  l"!-®

0.9Xj + 0.8X2 ̂  '7-2

1.3Xj + 0.7X2 ̂  ̂ -1

Xj , X2 ̂  0

We can obtain the optimal solution as follows:

X° = 0.724, X = [3.2 5.4].

Example 3.2. We consider the case when a membership function can be expressed by
a concave function.

1  , if y > 15.4

M-^Cy) = j - 0.431 [1-exp{ (+ 1.2) (y-4.62))] , if 15.4 ̂  y > 4.62
1  0 , if 4.62 > y

According to the formula of (3.5), this problem is transformed into a Piecewise Linear

Programming problem. In this case, since n=3, X = Xjbj + X262 + X363. One of the
elements of 6 must be 1 and the others are 0. We substimte for each i-th element into (3.5)
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so that we can obtain subproblems like (3.6). Furthermore, we make piecewise linear
function {oj}:

ai(y) = 0.0589 y - 0.2725'

Ojiy) = 0.088 y - 0.5108.

a3(y) = 0.1312y- 1.0219.

Since each subproblem for i can be reduced to an equivalent linear programming by the
formula of (3.7), we may solve only the following problem, so that we can get suboptimal

on each subinterval of [A(i-1)+b , Ai + b] . For 6 = [ 1 0 o], the reduced
subproblem is expressed as

P4: Max

s.t. l.lXj + 1.4x2 + Sj ^ 21.571

16.95^1 + Sj ^ 16.95

l.lXj + 1.4x2 ^

l.lXj + 1.4X2 ^-213

DX ̂  e
>

X a: 0

The following subproblem is,for 6 = [ 0 1 0 ],

P5: Max ̂ 2

s.i. l.IXj + 1.4x2 + S2 ^ 17.167

11.362?u, + s, s 11.362

l.lXj + 1.4X2 ^ 8-213

l.lXj + 1.4x2 ̂  11-806^

DX :s e
>

X ^ 0

The following one is, for 6 = [ 0 0 1 ],
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P6: Max Xg

s.t. l.lXj + 1.4x2 ^ ̂

7.6I6X3 + S3 ^ 7.616

l.lXj + 1.4x2 ^ 11-806

l.lXj + 1.4X2 ^ ̂

DX ̂  e
j

X ^ 0.

We solve the main problem in order to get the optimal solution for the original problem.

P7: X* = Max(x;,X2.X3/.

From the result of P4, P5, P6, Xj = 0.2119 ̂ Xj = 0.4642 and X3 is an infeasible solution.

Hence, X = 0.4642 and X = [ 3.2 5.4

Example 3.3 We consider the case of a concave-convex membership function.

j  1 , if y > 15.4 I
Ry) = exp{ (- 0.06) (y - 15.4)2 } ^ jf 15 4 ̂  y > 4 ̂2

1  0 , if 4.62 > y )

This membership function can be divided into two parts, one of which is a concave and
the other is a convex one. Therefore, we separate and solve the problem by the same
method of Example 3.1 or Example 3.2 corresponding to a convex part or a concave part,
which means we take Y = 1 or y = 0 in (3.9). First, we have to make a piecewise linear

function for p . Second of all, we find out an inflection point where a coefficient changes
from increasing to decreasing; then we separate the problem. Third of all, we solve each

part. The last thing we have to do is to pick out the maximum X which is
*A *V

Max X (1 - y) + X Y- We show the result of this problem in the case of n = 12 in

Table.3.1.
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Table 3.1 The Solution of Example 3.1

yi-i Vi gradient y^
of Oj

di Xj or X, 5 Y
*  % %

4.62 5.51 .002 472 468 .003 6,= 1 1

5.51 6.41 .005 183 178 .007 62=1 1

6.41 7.31 .013 81.2 75.4 .019 63=1 1

7.31 8.21 .028 42.1 35.5 .045 64=1 1

8.21 9.11 .053 26.0 18.6 .093 65=1 1

9.11 10.0 .090 19.0 10.9 .175 66=1 1

10.0 10.9 .137 16.0 7.29 .297 67=1 1

10.9 11.8

00

14.7 5.51 .329 6g=l 1

11.8 12.7 .206 14.4 4.83 .336 69=1 1 .336 .336

12.7 13.6 .197 14.4 5.07 .310 0 .310

13.6 14.5 .143 14.8 6.97 0

14.5 15.4 .052 15.4 19.0 0

It is important to decide how many grid points we should take for an exact solution.

Theorem 3.1 If the maximum value of the approximation error of a nonlinear
membership function which is approximated by a piecewise linear function is

K = Max Max I o (y) - f (y) I
i  Ai<y<A(i+l)' ' '

and f (y) is a convex or a concave monotone function, then

ilm K = 0
n  00

Proof: We show the only convex case here. Since f is convex.
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f(qyi+(i-q)y2) ̂  qf(yi) + (i-q)f(y2) , o^qsi ,

and Yi = yO + A i , yj = yO + A (i + 1) . since Yj - Yj = A = ,

y2 "*■ yi , where f(y°) = 0.0 and f(y^)=1.0. On the other hand,
Cfi (y) = qf(yi) + (l-q)f(y2) and qyi+(l-q)y2 = y. Therefore,

lim K = lim | Oj (y) - f (y)|
n  00 n 00

= yl'iTyJ ^ f (yi)+ -'i) f (yz) - f (qyi+(1 - q)y2 )l
= yJ'iTyjl'I^ f (yi)■ f (^2)) + f (y2)- n q(yi - y2) + y2}I
= 0.

We can prove a concave case similarly. Q.E.D.

Theorem 3.2 When we take some finite number, n, the optimal solution for a
piecewise linear problem is bounded as follows:

where denotes the optimal solution of the membership function value if n ->00.

Proof: We assume f is convex. We can solve a problem by (3.3).

L.B.P. : Max "k

(lower bounded problem) s.t. X s Oj (y), i = 1,. . . , n .

We regard this solution, ,as the lower bounded solution for the original problem. Now
we define the upper bounded solution, X^.

U.B.P. : Max X

(upper bounded Problem) s.t. X s Oj (y) + K, i = 1,... , n.
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Since K>0 in a convex case and o-{y) + K O; (y), we obtain

(y) ̂  f(y) ̂  ̂ i(y) + K and f(y) = ''^''i(y). Hence, it is obvious that

^  a: X '

n -♦ 00

n • Q.E.D.

Although we can obtain an approximation value, the solution is not the solution of the
original problem, but of its piecewise linear programming problem. It is difficult to find K
and to obtain an exact solution if f has a complicated form; however. Theorem 3.2
guarantees that there exists an approximated solution. We show an example for
convergence corresponding to the number of the grid points n.

Example 3.4. We consider the case of Example 3.1. We change the number of the
grid points n. In the case that b = 1.2, we obtain the following optimal solutions:

X = 0.7240, n = 3, X = 0.7304, n = 6, X = 0.7333, n = 12,
X= 0.7337, n = 24, X = 0.7338, n = 48.

In this chapter, we dealt with just one fuzzy goal; however, there exist more difficult
problems which include more than two fuzzy goals or constraints in which cases we can't
solve problems by simple min-max problems if the membership functions include concave
parts. We have to continue researching this problem in the future.



CHAPTER 4

FUZZY LINEAR PROGRAMMING AND GOAL PROGRAMMING

METHOD

4.1 GOAL PROGRAMMING METHOD WITH PENALTY WEIGHTS

In this chapter, we consider Fuzzy Linear Programming as Goal Programming under
some assumptions. In Fuzzy Linear Programming, it is permitted to compensate the
violation for goals or constraints with their fuzziness, which an idea is similar to that of

Goal Programming. Both problems are related in the sense that the penalty weights of a
Goal Programming problem is corresponding to the membership functions of a Fuzzy
Linear Programming problem. The methods of Goal Programming ctm be found in [7],[9]
and [13].

A usual Goal Programming problem can be formulated as

m

Problem : Min ̂  wj^ d^ + w: d-
i=i ' ' ' '

s.t. giX-d+ + d: = t; , i = , (4.1)

DX ̂  e,

X ^ 0,

d+,d: ̂  0,

where each g; is the row vector of coefficients of a goal function and tj is a target value,
df and d: are the differences from a target value. and w: are penalty weights
corresponding to dj^ and dj.

In this chapter, we consider the problem of Type 1 and define the penalty function
corresponding to the membership function of each goal.
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Definition 4.1 We define the relationship between Fuzzy Linear Programming and
Goal Programming as follows. It is said that if the penalty function can be expressed as
follows, then there exists the relationship between Fuzzy Linear Programming and Goal
Programming.

wj^ = 0 , for any dj^ ^

W| =

Wn d;
— , if C" - C' ̂  d"
c"-cl '

L  , if c"-c'<d

where the value of the membership function becomes 1.0 at c" and 0 at c' in Fuzzy Linear
Programming. L is a very large number and Wq is constant.

In Fuzzy Linear Programming, each value of goals must satisfy at least the lowest target,
which means X, = 0 at c'. On the other hand, in Goal Programming, the goal value which
is less than c' is given the big amount of penalty; therefore, we must avoid such a big
penalty value in order to obtain a possible solution.

Example 4.1. We compare a Fuzzy Linear Programming problem with a Goal
Programming problem.

PI: Fuzzy Linear Programming : Max CX

s.t. AX s b

X ̂  0
5

where

X = [x,Xj]'_ C" = [15.4 12.0]', d = [4.62 7.2 ]',

c =
1.1 1.4

L  1.5 0.8 J
A =

0.65 2.3

1.0 2.0

0.9 0.8

L  1.3 0.7 J
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The optimal solution for this problem is X® = 0.5473, Xp = [ 4.373 4.074 ] ̂

P2: Goal Programming : Minin , Wpd, _s
^1 4 4

s.t. CX + d = C

 P

AX s b,

X a 0,

where d = [dj dj ] and C" = [cfc^']', C' = [0/02']'.

The optimal solution for this problem is Xq = [ 5.453 2.853 ]', Pg = 81.71. We
substitute this optimal solution of Xp or Xq into another problem each other in order to
obtain X or P. We substitute Xp into Problem P2, then we solve the following problem.

Problem : Min P = ^0 ̂
Ci"-c| C2"-C2'

s.t. CXp+d = C".

The solution is Xp = [ 4.373 4.074 ]' , Pp = 90.53. We substitute Xq into the
problem of PI, then we solve the following problem:

Problem :X = Min {pi(Xq) , p2(Xq))..

The solution is Xq = [ 5.453 2.853 ] S \} = 0.4995.

We used the following penalty function:

0

Wn d

,  if dj = 0

^1 = , if 0<dj :sl0.78

,  if 10.78 <dj



0

Wndi
W- = "'0"2

4.8

where Wq = 100 l = 10^.

,  if = 0

,  if 0 < d"- ̂  4.8 i

,  if 4.8 < ct

The membership function is as follows:
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^i(yi) =

1

yi
10.78

0

.  if yi>cf

,  if Cj" ̂  yj > Cj'

' if Cj' > yj

1

My2) = ( ||
0

where [yj y2]' = CX.

,  if y2>c^

'if C2" ̂  y2 > ̂2

,  if cj>y2

From the result, if we want to decrease P, then X is decreased. If we want to increase X,
then P is increased. The best result, if it is possible, is to satisfy decreasing P and
increasing X; however, we can't obtain such a fortunate result as we showed in Example
4.1. We show that Fuzzy Linear Programming is different from Goal Programming
entirely even if the form of the penalty function exactly matches the form of the
membership function as mentioned above.

Goal Programming can be considered if we have m goals.

Min P = Mini ? W-l
li=i 'I

Min j (1 - pj(y.)) j ̂
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where y^=[y^ ,yJ' = CX.

This problem is equivalent to the following problem:

Problem: Max (ki+1(^1 Pityj) j,
*  I i=l I

where kj , k2 are constant and k, > 0 .

On the other hand, a Fuzzy Linear Programming problem is a problem to seek

Max[Min{pi(yj),...,pJyJ)j

Hence, if both problems are equivalent, there must exist two constant values, k^ and k2,
which can satisfy the following condition:

I  1Max j kj + k2 Pi(yi) j = Max [Min { ̂((yi) }j. (42)

However, there does not exist those constant values to satisfy the condition of (4.2) for
every membership function Pj.

Let's consider the following problem:

Mixed Program : m^ C^X

Min P

s.t. AX s b, (4 3^
X 2: 0.

This problem doesn't make sense until both objective functions are added to each other
with some weighting. Therefore, we introduce some definitions to make this problem
possible to be solved.

Mixed Program : Max dk - Pq
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s.t. Cx + s ^ C "
»

(C"-C')?^ + s s C"-C', (4.4)
Cx + d = C"

5

AX s b

X & 0
y

where q = and s is a compensation vector which is the same as that in Chapter I

a , P> 0 are some weighting coefficients which are given before we solve a problem.
This objective function means that satisfaction on X is reduced by the amount of the
penalty. We have left some ambiguity on this definition in the sense that X and q can be
compared by the same dimension or same meaning. We show some examples
corresponding to some weighting coefficients in Table 4.1.

Table 4.1 Mixing Programming Problem Solutions

Weighting

a  0.0 0.5 1.0 1.0 2.0 2.0 3.0

P  1-0 1.5 0.0 1.0 1.0 3.0 2.0

Obiective Function

F = -0.8175 -0.3633 0.9053 0.0946 0.6420 -0.2272 0.7366
Max aX-Pq

Variables

X 0.4995 0.4995 0.5473 0.5473 0.5473 0.4995 0.5473

5.4634 5.4634 4.3786 4.3786 4.3786 5.4634 4.3786

X2 2.8536 2.8536 4.0740 4.0740 4.0740 2.8536 4.0740

5.3951 5.3951 4.8798 4.8798 4.8798 5.3951 4.8798

dj 1.5219 1.5219 2.1728 2.1728 2.1728 1.5219 2.1728
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In this Table, the case that a = 0 , p = 1 is the same as that of a Goal Programming
problem and the case that a = 1 , p = 0 is reduced to a Fuzzy Linear Programming
problem. From the result, the optimal solution is always that of Fuzzy Linear
Programming or that of Goal Programming corresponding to sign of
F ( = Max ak - Pq ). This result gives us very important items for future study. We
will clarify whether there exist some relationships between Goal and Fuzzy Linear
Programming or not by progressing the research on this Mixed Programming problem.



BIBLIOGRAPHY



89

BIBLIOGRAPHY

[1] BeIIman,R.E., Zadeh.L.A., Decision-Making in Fuzzy Environment, Management
Science, Vol. 17, No. 4, 1970.

[2] Dabois,D., Prade,H., System to Linear Fuzzy Constraints, Fuzzy Sets and Systems
3(1980)37-48

[3] FuIIeer,R., On Stability in Fuzzy Linear Programming Problems, Fuzzy Sets and
Systems 30 (1989) 339-344.

[4] Gass,SauI I., Linear Programming. New York: McGraw-Hill, Inc., 1985.

[5] Hamacher,H., LeberIing,H. and Zimmermann,H.J., Sensitivity Analysis in Fuzzy
Linear Programming, Fuzzy Sets and Systems 1 (1978) 269-281.

[6] Hansen,P., LabIe,M. and WendeII,R., Sensitivity Analysis in Multiple Objective
Linear Programming: The Tolerance Approach, European Journal of Ctoerational
Research 38 (1989) 63-69.

[7] lnuiguchi,M., lchihashi,H. and Kume,Y., A Solution Algorithm for Fuzzy Linear
Programs with Piecewise Linear Membership Functions, Fuzzy Sets and Systems 34
(1990) 15-31.

[8] Linus,S., User's Manual for Linear, Integer and Quadratic Programming with
LINDO: The Scientific Press, 1989.

[9] Nakamura,K., Some Extensions of Fuzzy Linear Programming, Fuzzy Sets and
Systems 14(1984) 211-229.

[10] Negoita,C.V., Applications of Fuzzy Sets to System Analysis: Wiley, 1975, 152-
165.

[11] Osbome,M.R., Finite Algorithms in Optimization and Data Analysis: New York:
John Wiley & Sons Inc., 1985, 14-20.

[12] Ralph E.Steuer, Multiple Objective Linear Programming with Interval Criterion
Weights, Management Science, Vol. 23, No. 3, 1976.

[13] Ralph E.Steuer, Goal Programming Sensitivity Analysis Using Interval Penalty
Weights, Mathematical Programming 17 (1979) 16-31.

[14] Sugeno,M., Fuzzy Control (in Japanese), Nikkan Kogyo Sinbun, 1988, 25-40.

[15] Tanabe,H., Asai,K., Fuzzy Linear Programming Problems with Fuzzy Number,
Fuzzy Sets and Systems 13 (1984) 1-10.

[16] Tanabe,H., lchihashi,H. and Asai,K., A Value of Information in F.L.P. Problem
via Sensitivity Analysis, Fuzzy Sets and Systems 17 (1979) 16-31.



90

[17] Wemers,B-, Interactive Multiple Objective Programming Subject to Hexible
Constraints, European Journal of Operational Research 31 (1987) 269-281.

[18] Zimmerman,H.,J., Fuzzy Programming and Linear Programming with Several
Objective Functions, Fuzzy Sets and Systems 1 (1978) 46-55.



91

VITA

Kan Araki was bom in Chiba, Japan on November 28,1957. He received a Bachelor of

Engineering degree in Applied Physics from Waseda University in March of 1980. Then

he entered the Graduate School of Waseda University in April 1980 and received a Master

of Science degree in Applied Physics in March of 1982. He has been working as a

technical official in Technical Research and Development Institute, Japan Defense Agency

since 1982. He entered the Graduate School of the University of Tennessee in May of

1990 in order to study Mathematics. At present he is completing a thesis for a Master of

Science degree in Mathematics.


	The fuzzy linear programming problem
	Recommended Citation

	The fuzzy linear programming problem

