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Abstract

The D.O.E Nuclear Science Advisory Committee Long Range Plan has called for experimental programs to explore fundamental symmetry violations and their implications in nuclear, particle and cosmological physics. The neutron electric dipole moment experiment at the Spallation Neutron Source (nEDM@SNS) aims to search for new physics in the Time-reversal (T) and Charge-Parity (CP) symmetry violating sector by setting a new limit on the nEDM down to a few $\times 10^{-28}$ e·cm using a novel cryogenic technique, which combines the unique properties of polarized Ultracold Neutrons (UCN), polarized $^3$He, and superfluid $^4$He. The experiment will employ a cryogenic magnet and magnetic shielding package to provide the magnetic field environment required to achieve the proposed sensitivity. This dissertation describes the design and implementation of a $^3$He based neutron polarimetry setup at the SNS to measure the monochromatic neutron polarization and transmission losses resulting from passage through the magnetic shielding and cryogenic windows. Results from monochromatic neutron polarization and transmission measurements will be presented. The work described will verify the design of the cryogenic magnet and allow the nEDM@SNS experiment to initiate assembly and commissioning for physics data collection.
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Chapter 1

Introduction

1.1 The Necessity of Fundamental Symmetry Violations

The theoretical prediction \[1–4\] and experimental discovery \[5, 6\] of the existence of antimatter has been one of the most monumental advancements of modern physics. Apart from the detection in cosmic rays \[5–7\] and creation in the Berkeley Lab’s Bevatron \[8\], not much was known about the reasons for the gross lack of antimatter in the universe. However, the observations of Parity (P) \[9, 10\] and Charge-Parity (CP) \[11\] violations alluded to the possibility that perhaps fundamental symmetry violations during the creation of the universe may have played a role in the dominance of matter over antimatter. To explain the origin of the known universe, the Big Bang hypothesis was proposed \[12–14\] and later supported by the observation of the accelerated expansion of the universe \[14, 15\] and the Cosmic Microwave Background (CMB) Radiation \[14, 16, 17\]. It became apparent that during the hot and dense stage of the earliest universe \[14, 18, 19\], matter and antimatter initially existed in creation-annihilation equilibrium, however, as the universe cooled off over time, only a small amount of matter remained, making up the universe observed today. From the observations of Big Bang Nucleosynthesis and the CMB \[14, 20, 21\], this matter-antimatter
asymmetry or the baryon asymmetry, $\eta$, of the present universe has been measured as:

$$\eta = \frac{n_B - n_{\bar{B}}}{n_{\gamma}} = 6.14(19) \times 10^{-10} \quad (1.1)$$

This smallness of $\eta$ confirms the dominance of matter in the presently observed universe as compared to the early universe. Furthermore, the Alpha Magnetic Spectrometer-01 measured a null result at the level of $10^{-6}$ in its search for antimatter counterparts of Big Bang light nuclei [22], and is expected to further constraint this result from the Alpha Magnetic Spectrometer-02, currently taking data on the International Space Station [23]. Despite all these observations, the underlying fundamental mechanism responsible for this baryogenesis is still unknown.

To provide an explanation, Sakharov postulated a set of criteria [24] required by the observed baryon asymmetry:

1. The first criterion is the presence of a baryon number, $B$, violating interaction. The baryogenesis mechanisms must be able to convert antimatter i.e. $B = -1$ into matter i.e. $B = 1$ or vice versa, corresponding to a baryon number violation by going from $\Delta B = 0$ to $\Delta B \neq 0$.

2. The second criterion is the departure of baryogenesis from thermal equilibrium. Under thermal equilibrium, the baryogenesis mechanism will cause the universe to eternally oscillate between the matter and antimatter state, assuming degeneracy under Charge, Parity & Time -Inversion (CPT) invariance. Therefore, baryogenesis must have been operating under non-equilibrium conditions.

3. The third criterion is that baryogenesis must be a CP violating mechanism and favor the production of matter over antimatter. Otherwise, equal amounts of matter and antimatter would have been created and annihilated with no net effect.

The Standard Model (SM), does satisfy the first of Sakharov’s conditions via the sphaleron mechanism [25, 26]. Although possible in the early hot universe, this mechanism is predicted to exist at energies of several tens of TeV, and so far has not been observed in any experimental setting. The SM does not satisfy the second condition since the observed mass
of the SM predicted Higgs like particle discovered at LHC is much larger [27] and prefers a smooth crossover rather than a CP-violating and baryon number violating phase transition needed to cause a deviation from thermal equilibrium [28]. The third condition is allowed by the CP violating phase of the CKM matrix [29] but due to insufficient observations of CP violation so far, the SM is not enough to satisfy this condition either. Based on this, it is extremely improbable that the SM at the electroweak scale was responsible for baryogenesis introduced to explain the baryon asymmetry [28, 30, 31]. Therefore, searches for beyond the SM physics will lead to a greater understanding of the early formation of our universe.

Experimental searches for CP violation open a promising route towards BSM physics, which may explain the cosmic baryon asymmetry [28, 32, 33]. Within the Standard Model, CP symmetry is broken by the complex phases in the flavor changing charge current weak interactions arising from the Yukawa couplings of the Higgs scalar field to the quarks [29]. BSM physics may introduce new coupling and interactions that can enhance the CP violations beyond the level of the SM [32, 33].

The first evidence of CP violation was discovered by the observation of neutral Kaon decay, $K_L^0 \rightarrow \pi^+\pi^-$, in 1964 [11]. This indirect CP violation was attributed to the fact that $K_L$ and $K_S$ mass eigenstates are a mixture of CP even and odd weak flavor eigenstates arising from “box” type interaction diagrams as shown in fig. 1.1 [21, 32, 33]. Direct CP violation was also discovered in the direct Kaon decays, where a tiny difference of $(1.6 \pm 0.2) \times 10^{-3}$ between the observed decay amplitude ratio of $K \rightarrow \pi^+\pi^-$ and $K \rightarrow \pi^0\pi^0$ decay modes was reported by NA48 [34] and KTeV [35] experiments. In the SM, this direct CP violation happens due to the mixing between “tree” type interaction diagrams and “penguin” type interaction diagrams in Kaon decays [21, 32, 33] as shown in fig. 1.1. These observations have been crucial in understanding the weak interaction as well as predicting the three generational flavor structure of the quarks. Additionally, these results also provided the absolute definition for the difference between matter and anti-matter. Recently, even larger CP violation has been measured in B-mesons [36–38] and D-mesons [39]. These observations are useful in providing a check of the expected SM CKM matrix flavor unitarity as well as the expected SM mechanisms of CP violation, which are difficult to calculate for heavy flavoured mesons due to interference from many “tree” and “penguin” type interaction diagrams [21].
Figure 1.1: The left figure shows the “tree” level (top) and “penguin” level (bottom) diagrams responsible for the direct CP in Kaon decays. The right figure shows the “box” level diagrams responsible for the indirect CP in neutral Kaon mixing. Figure taken from [33].
Despite this robust experimental effort over the years to explore CP violation, there has been no indication of BSM physics.

CP violation is also possible in the lepton sector via the CP violating phase in the neutrino weak flavor mixing governed by the Pontecorvo–Maki–Nakagawa–Sakata (PMNS) matrix [40, 41]. Although statistics limited, recent global fits on data from neutrino oscillation experiments hint at CP-violation effects in neutrino oscillations [42–44]. The future neutrino oscillation experiments of DUNE [45] and Hyper-Kamiokande [46] are expected to provide high statistics constraints on CP violation in neutrino oscillations. Additional CP violating phases are possible in the PMNS matrix if neutrinos are discovered to be Majorana particles [41]. Although all searches have yielded a null result thus far, highly sensitive experimental searches for neutrinoless double beta decay, which implies a Majorana neutrino, are being planned in the upcoming experiments of CUPID[47], LEGEND-1000[48], nEXO[49], NEXT[50], SNO+[51] and more.

Since T violation implies CP violation via the CPT invariance, direct observations of T violation can also reveal possible BSM physics. The CPLEAR experiment observed T violation in the neutral Kaon oscillation probabilities of $K^0 \leftrightarrow \bar{K}^0$ by measuring a small asymmetry in the time dependent decay rate of the semi-leptonic Kaon decays [52]. BABAR experiment has also observed T violation through the exchange of initial and final states in the entangled neutral B mesons by measuring a time difference between the two B meson decays [53]. These results are however difficult to interpret and distinguish between T-violating and CP-violating effects due to the presence of direct CP violation in Kaons and B meson from the SM, let alone BSM.

High precision measurements have played a major role in searches for new physics. They allow for empirical testing of theories and models that attempt to explain natural phenomena. The idea being, if the measured result shows an anomalous deviation relative to theory that is larger than the experimental precision, then the theory is limited and must be expanded upon with new physics to explain the anomaly. While anomalous observations from high precision experiments provide hints towards the possible energy/mass scales of the new physical phenomena, the existence of said new physical phenomena is then confirmed by collider experiments operating at the direct on-shell center of mass energies.
The SM has been very successful in predicting the physical properties of the subatomic particles. For instance, the magnetic moment of the electron has been measured to 0.13 part per trillion level [54], confirming the efficacy of the SM, which is used to calculate the magnetic moment of the electron by taking into account the higher order virtual loops of the quantum fields responsible for the, in so far known, matter and photon interactions. Despite the high efficacy of the SM, recent measurement of the anomalous magnetic moment of the muon to 0.46 parts per million by Fermilab Muon g-2 experiment [55] indicates a 4.2σ tension with the SM [56]. This may indicate that new beyond Standard Model (BSM) physics is needed to explain the discrepancy∗.

Electric dipole moments (EDM) of fundamental particles are a clear T violation phenomena and can also be used as tests of CP violation, assuming CPT invariance [58, 59]. Just as high precision searches of the anomalous magnetic moments of fundamental particle can indicate possible BSM physics, high precision searches for EDMs may also hint at BSM physics [59–62]. Even though there have been no experimental observations of a non-zero EDM of an elementary particle to date, high precision experiments have placed stringent limits on the EDMs of the electron [63], muon [64], proton (from theory and the EDM of $^{199}$Hg atom) [65], and neutron [66]. New experimental efforts are underway with the goal of improving the current sensitivities on the EDM [59]. The remainder of this chapter will focus the neutron’s EDM (nEDM).

1.2 Theory of the nEDM

The EDM of a particle is defined as

$$\vec{d}_e = \int \vec{x} \rho(\vec{x}) d\vec{x}$$

where $\vec{x}$ is the orientation of dipole vector, $\rho$ is the charge density. For an uncharged particle like neutron, a non-zero EDM would indicate an asymmetric charge distribution with a net charge of zero. From the Wigner-Eckart Theorem, the orientation of a particle’s EDM is

∗It has been pointed out that issues with the theoretical calculations of the anomalous magnetic moment of the muon may be the source of this discrepancy [57].
set by the spin orientation, \( \vec{s} \), of that particle. From this, the interaction Hamiltonian of an electric and magnetic dipole moment under the influence of an electric and magnetic field can be stated as:

\[
H_m = -d_m \vec{s} \cdot \vec{B} \\
H_e = -d_e \vec{s} \cdot \vec{E}
\] (1.3) (1.4)

The P and T violating behavior of eq. (1.3) and eq. (1.4) can be seen as:

\[
H_m = -d_m \vec{s} \cdot \vec{B} \xrightarrow{P} -d_m(\vec{s}) \cdot (\vec{B}) = H_m \\
H_m = -d_m \vec{s} \cdot \vec{B} \xrightarrow{T} -d_m(-\vec{s}) \cdot (-\vec{B}) = H_m \\
H_e = -d_e \vec{s} \cdot \vec{E} \xrightarrow{P} -d_e(-\vec{s}) \cdot (\vec{E}) = -H_e \\
H_e = -d_e \vec{s} \cdot \vec{E} \xrightarrow{T} -d_e(\vec{s}) \cdot (-\vec{E}) = -H_e
\] (1.5) (1.6) (1.7) (1.8)

As stated earlier, T violation implies CP violation as well, under the assumption of CPT invariance. This fundamental EDM is different from EDM’s of polarized atoms and molecules, which are caused by the presence of mixing of their energetically degenerate ground state. The exclusion principle forbids a spin-1/2 particle like the neutron to possess an energetically degenerate ground state, therefore, the existence of a non-zero nEDM requires CP violation. Additionally, this fundamental EDM is also different from the induced electric polarizability of the neutron under application of an electric field. Assuming the induced EDM as \( D = 4\pi \epsilon_0 \alpha_n E \), the electric polarizability of the neutron, \( \alpha_n \), has been measured to be \((11.8 \pm 1.1) \times 10^{-4} \text{ fm}^3 \) \([21, 67]\). To put that in perspective, an electric field of 100 kV/cm will induce an EDM, always aligned with E, at the level of \(10^{-31} \text{ e-cm} \), much smaller than the current or planned limit on the fundamental EDM.
1.2.1 nEDM from Standard Model

The electro-weak sector:

Since the neutron is made up two up quarks and one down quark, the discussion of nEDM must start at the quark level. The quark EDM appears only at the three loop level diagrams in the SM with the dominating effect due to the exchange of two W bosons and one gluon [59, 68]. [68] calculates the values of the up quark EDM, \( d_u \), and the down quark EDM, \( d_d \) to be:

\[
d_u \approx -0.15 \times 10^{-34} \text{ e} \cdot \text{cm}
\]

\[
d_d \approx -0.7 \times 10^{-34} \text{ e} \cdot \text{cm}
\]

The neutron is composed of three “valence” quarks with different color charges, \( uudd \), and a “sea” of gluons and quark-antiquark pairs. Naively, the valence quark contribution becomes:

\[
d_n = \frac{4}{3} d_d + \frac{1}{3} d_u \approx -0.9 \times 10^{-34} \text{ e} \cdot \text{cm}
\]

The largest SM contribution to \( d_n \) does not come from quark EDMs, but from a long distance P-odd/T-odd meson-exchange “strong penguin” diagram as shown in fig. 1.2 [59, 69]. This leads to an expected SM nEDM value of:

\[
d_n = (1 - 6) \times 10^{-32} \text{ e} \cdot \text{cm}
\]

The strong sector:

CP violation in the strong sector is also possible due to the \( \tilde{\theta} \)-term in the SM Quantum Chromodynamics (QCD) Lagrangian.

\[
\mathcal{L} = \tilde{\theta} \frac{g_s^2}{32 \pi^2} G_{\mu\nu}^a \tilde{G}_a^{\mu\nu}
\]

where \( g_s \) is the strong force coupling constant and \( G_{\mu\nu}^a \) and \( \tilde{G}_a^{\mu\nu} \) are the gluon field strength tensors, whose product violates CP symmetry [70, 71]. Thus experimental constraints on nucleon nEDMs can be used to set upper limits on \( \tilde{\theta} \) [70, 71]. The nEDM in units of \( \tilde{\theta} \) is
Figure 1.2: The 3-loop level “strong penguin” diagram at the crossed-circle point of CP-odd meson-nucleon-nucleon interaction giving the effective SM CP-violation. Figure taken from [59].
given by:

\[ d_n \approx -(0.9 - 1.2) \times 10^{-16} \bar{\theta} \ e \cdot cm \]  

(1.14)

so the current experimental limit implies \( \bar{\theta} \lesssim 10^{-10} \), neglecting hadronic uncertainties [69]. This smallness of \( \bar{\theta} \) gives rise to the strong-CP problem. \([72–74]\) propose a solution to this problem by introducing a global \( U(1) \) chiral symmetry however, the breaking of such a symmetry leads to a new light pseudoscalar boson, called the axion. Although not yet observed, the axion is postulated to be a potential constituent candidate for dark matter with broad experimental efforts in search.

1.2.2 nEDMs from Beyond the Standard Model

Considering potential phenomena at energy scales well above the electroweak scale, BSM models proposed in [75, 76] could introduce new CP and T violating interactions. Most of these BSM scenarios involve new particles with masses, \( M_{BSM} \), well above the electroweak scale, giving rise to new couplings and further CP-violating phases, \( \delta_{BSM} \), which can, in principle, increase the magnitude of nEDM as (on a dimensional analysis basis) \([28, 59, 62, 75, 77]\):

\[ d_n \sim 10^{-26} e \cdot cm \left( \frac{1 \ TeV}{M_{BSM}} \right)^2 \sin \delta_{BSM} \]  

(1.15)

So far, measurements at the LHC have produced null results in searches for these BSM massive particles at 13 TeV energies [21]. Since BSM predicted nEDM is, in principle, much larger than SM prediction, an improvement on the current nEDM limit can place constraints on CP violating BSM mass scales thus offering a complimentary probe to BSM searches at LHC.

Considering the SM valid at low energy scales, the low energy manifestations of the possible high energy BSM physics can be described through an effective field theory (SMEFT) as:

\[ \mathcal{L}_{eff}^{CP} \approx \mathcal{L}_{SM} + \frac{C^5}{\Lambda} \mathcal{O}_i(5) + \sum_i \frac{C^6_i}{\Lambda_i^2} \mathcal{O}_i(6) + ... \]  

(1.16)

\( \mathcal{L}_{BSM} \)
where $C_i$ encode all of short-distance information and $\Lambda$ is the effective BSM energy scale [59]. The leading CP violating operators, $O_i$, which possibly contribute to nEDM, arise at dimension order six† and consist of quark EDMs, chromo-quark EDMs, chromo-gluon EDMs, CP-violating 3 gluon couplings, CP-violating four quark couplings and CP-violating quark-Higgs couplings [78]. These resulting effective CP-violating operators can be linked to an SMEFT that only contains the relevant hadronic physics and be solved for. Lattice QCD (LQCD) has shown promise to obtain ab initio QCD-based results. So far, LQCD has focused on calculating the nEDM from the quark EDMs and the QCD $\bar{\theta}$ term in eq. (1.13) [79, 80]. Higher-dimensional operators such as the quark and gluon chromo-EDMs are also being calculated. [81] provides a more thorough review of these approaches.

1.2.3 Interpreting the nEDM

Even though nEDM is a useful probe for CP violating physics, it is insufficient to explain the fundamental CP violating mechanism responsible for the baryon asymmetry problem. Further searches for the EDMs of multiple systems (quarks, leptons, nucleons, light nuclei, atoms and more) have to performed, along with their theoretical calculations, to understand the manifestation of fundamental CP violation in the effective energy hierarchy of these systems ‡ [59]. A schematic illustration of how EDMs can be used to search for fundamental CP violation sources is shown in fig. 1.3. The collective analysis of the CP violation from EDMs as well as the CP violation from the CKM and PMNS sectors will provide a more global perspective on the true CP violating phenomena at the fundamental level.

1.3 Principles of nEDM Measurement

The primary method for measuring the nEDM is to look for a change in the Larmor precession frequency of neutrons, $\omega_n$, with a magnetic moment, $\mu_n$, and an electric dipole moment, $d_n$, under the application of a large static electric field, $E_0$, parallel and antiparallel with respect

---
†Dimension-5 terms are only relevant for neutrino physics [41].
‡Free neutrons are electrically neutral [82] and thus, not influenced by electromagnetic fields. They can be mass produced in nuclear reactors as well as neutron spallation accelerators.
Figure 1.3: A flow diagram illustrating the effective energy hierarchy based global analysis of fundamental BSM CP-violating interactions manifesting in observable low-energy CP-violating phenomena. Figure taken from [84].
to a small static magnetic field, \( B_0 \) \[83\]. This is illustrated in fig. 1.4 and can be stated as:

\[
\omega_n = \frac{-2(\mu_n B_0 \pm d_n E_0)}{\hbar}
\]

(1.17)

The statistical uncertainty of the nEDM measurement depends on the initial fractional polarization of the neutrons, \( \alpha_n \), strength of the applied electric field, \( E_0 \), the number of neutrons observed, \( N \), and the precession measurement time, \( \tau \), \[83\] as:

\[
\sigma_{d_n} = \frac{\sqrt{2\hbar}}{4\alpha_n E_0 \tau \sqrt{N}}
\]

(1.18)

The next generation of nEDM experiments aiming to improve upon nEDM limit optimize the quantity \( \alpha_n E_0 \tau \sqrt{N} \). The main measurement of this dissertation, described in chapter 4, is concerned with the verifying \( \alpha_n \) for the nEDM@SNS experiment.

The first experiment to look for nEDM took place at the neutron beam of the Oak ridge graphite reactor, where the nEDM from Larmor precession was measured using the method of separated oscillatory fields \[85–87\]. This neutron beam method has mostly been abandoned due to the discovery of a systematic effect associated with the motional magnetic field prohibiting the sensitivity reach towards the expected nEDM \[88\]. Despite the large counting statistics advantage of neutron beams, these early measurements pointed out that competitive precision can be obtained with the slower Ultracold Neutrons (UCN), which can be stored for longer periods of time, and therefore, allow for a longer neutron precession measurements \[89\].

UCNs are essentially defined by the materials used to store them \[89, 90\]. The interaction of UCN (Kinetic energy (K.E.) \( \sim 200 \) neV, \( \lambda \sim 100 \) Å, \( T \sim \) mK) with material surfaces is characterized by an effective potential energy, \( V_F \), which is set by the coherent scattering length of neutrons from many nuclei in the storage material and is positive for most materials \[89–92\]. Neutrons with K.E. \(< V_F \) are repelled from the chamber walls, undergoing total external reflection and effectively getting confined \[89, 90, 93–95\]. This storage allows for long precession and observation times of several hundred seconds and hence, precise measurements of nEDM \[89\].
Figure 1.4: A cartoon illustrating the Larmor precession of the neutron with a magnetic moment and an electric dipole moment under the application of an electric field, E, parallel and antiparallel with respect to a magnetic field, B.
Improving upon nEDM limit by optimizing the quantity $E_0 \tau \sqrt{N}$ is difficult. Despite the storage advantage of UCNs, the limiting factor for nEDM sensitivity is achieving a high UCN density (UCN/cm$^3$). By employing the neutron superthermal scattering method from superfluid helium or solid deuterium, new UCN sources have been and are being developed for nEDM experiments to provide high UCN densities and hence high statistics [89, 90, 96]. The strength of the electric field is typically limited by the field emission electrons at the electrostatic boundaries of the electrodes. The precession time is limited from various UCN loss mechanisms with the UCN storage/transport material.

In natural units, the magnetic moment of neutron, $|\mu_n| = 0.332$ GeV$^{-1}$, is 14 orders of magnitude bigger than the most recent nEDM limit, $|d_n| < 4.58 \times 10^{-15}$ GeV$^{-1}$ [21, 97]. To put that in perspective, the precession frequency from the neutron’s magnetic moment in the 50 µT Earth’s magnetic field is around 250 Hz (corresponding to $10^{-12}$ eV) while the current limit of nEDM $10^{-26}$ e·cm in the 3 MV/m breakdown electric field of the Earth’s atmosphere causes a precession of 24 nHz (corresponding to $10^{-22}$ eV). This illustrates that the precession signal from the magnetic interaction overwhelmingly dominates the precession from the nEDM. If the magnetic fields are kept highly uniform, the dominating magnetic interaction can be measured and accounted for. Therefore, nEDM experiments necessitate meticulous control of magnetic field fluctuations and utilize highly advanced magnetics (magnetic shielding and magnetic field coil geometries) and atomic comagnetometry (spin polarized species that occupy the same volume as the stored UCN, thus providing the average magnetic field experienced by the stored UCN) to monitor the stability and uniformity of the magnetic field [77]. Nevertheless, this can only be done so well and systematic effects from magnetic field non-uniformities are bound to arise. The geometric phase effect, caused by the combination between non-uniformity of the magnetic field and the motional magnetic field, is, at present, the largest systematic effect limiting the nEDM sensitivity [98].

Improvements to UCN storage technology has been made for nEDM measurements at the Institut Laue-Langevin (ILL) [99] and the Petersburg Nuclear Physics Institute (PNPI) [100]. The most recent experimental limit of $|d_n| < 1.8 \times 10^{-26}$ e·cm (90% C.L.) was set by the Paul Scherrer Institut (PSI) in 2020 [66] using a room temperature ILL style separated
oscillatory fields nEDM apparatus with an external UCN source and atomic magnetometry to account for the geometric phase systematic effect. The PSI nEDM experiment was able to achieve an average UCN density of $2 \text{ UCN/cm}^{-3}$, an electric field of $10 \text{ kV/cm}$ and a precession time of $\sim 180 \text{ seconds}$. The historical advancement of the nEDM upper limit is shown in fig. 1.5. The figure shows that further experimental searches are needed to push the upper limit of the nEDM in order to constraint BSM predictions.

### 1.4 Outline of Dissertation

This chapter impresses the need for new searches of CP violating phenomena to explain the baryon asymmetry of the universe. The chapter also describes how the nEDM is a powerful CP violating phenomena that can perhaps elucidate the baryon asymmetry problem. Now that the physics is well motivated, a new experimental search along with an associated preliminary measurement, which is the main topic of this dissertation, is described in the following chapters:

- **Chapter 2** describes the nEDM@SNS experiment, which aims to reach a nEDM sensitivity of a few $\times 10^{-28} \text{ e\cdot cm}$. In this experiment, polarized UCNs, polarized $^3\text{He}$ in a solution of superfluid $^4\text{He}$ will used [83]. Technical details about the innovative measurement techniques as well as the experimental apparatus design are discussed. The chapter describes the apparatus, especially the cryomagnet, on which the neutron polarization and transmission loss measurements reported in this thesis are based on.

- **Chapter 3** describes the neutron polarimetry technique, where polarized $^3\text{He}$ is used to perform neutron spin polarization analysis for neutron polarimetry measurements. The first half of the chapter is dedicated to the optical pumping techniques used to polarize $^3\text{He}$ and the latter half is describes the design and proof of demonstration of an in situ polarized $^3\text{He}$ system for neutron spin analysis. This in situ system was deployed for neutron polarimetry performed on the nEDM@SNS cryomagnet to check for neutron polarization loss.
Figure 1.5: A history plot of the measured nEDM upper limits. The colored regions show the nEDM predicted values from the SM and BSM predictions [59]. Some key nEDM experiments throughout history are highlighted. The latest upper limit measured in 2020[66] is also shown. The horizontal green line indicates the projected goal of nEDM@SNS experiment [83]. A more complete list of all the nEDM experiments performed so far can be found in [101] and [21].
Chapter 4 describes the neutron polarization and transmission experiment, a preliminary measurement, to verify the design of the cryomagnet of the nEDM@SNS experiment. The uniaxial neutron polarimetry experimental setup at the monochromatic neutron SNS beamline 13A is presented followed by results of the data taking campaign in the summer of 2023. The in situ system described in chapter 3 is used to do neutron polarimetry. Lastly, Small Angle Neutron Scattering measurements on the neutron beam windows materials are presented. These measurements were conducted to study the impact of neutron beam scattering on the nEDM@SNS experiment.

Chapter 5 briefly summarises and discusses the neutron polarization and transmission results detailed in chapter 4 of this dissertation and then presents future plans for an upgraded setup.
Chapter 2

The nEDM@SNS Experiment

It is clear from the theoretical motivation and the experimental limitations mentioned in chapter 1 that pioneering experiments are needed to push the sensitivity for the nEDM. In this chapter, the nEDM@SNS experiment, a novel cryogenic apparatus with the goal of improving the nEDM sensitivity, housed at the Spallation Neutron Source (SNS), is described. A schematic overlay nEDM@SNS experiment is shown in fig. 2.1. The overall physics of the experiment, the measurement scheme to achieve the expected sensitivity and the major component of the experimental apparatus are described.

2.1 Overview

This experiment, based on the a concept proposed in ref. [102], makes use of polarized UCN’s and polarized $^3$He in superfluid $^4$He. The superfluid $^4$He is used to produce a high density of UCNs in a pair of measurement cells. With this in situ UCN production, the problems of UCN intensity loss that take place for nEDM experiments with external UCN source are avoided. The experiment, uses polarized $^3$He, as a co-magnetometer as well as a live in situ UCN spin analyzer. By contrast, the separated oscillatory fields NMR techniques used in other nEDM experiments analyze the spin precession externally and at the end of the measurement period, leading to statistical sensitivity loss. The superfluid $^4$He is also used as a dielectric insulator allowing for significantly higher electric fields [103]. These
Figure 2.1: Schematic overview of the nEDM@SNS experimental apparatus at the Spallation Neutron Source FNPB 13. Figure courtesy of Wolfgang Korsch of the nEDM@SNS collaboration.
innovative features provide the experiment’s ultimate statistical sensitivity for the nEDM as
\(3-6 \times 10^{-28} \text{ e} \cdot \text{cm}\), two order of magnitude better compared to the current nEDM sensitivity.

Figure 2.2 shows a detailed view of the nEDM@SNS experiment. The Larmor precession measurement, as shown in eq. (1.17), for the nEDM@SNS experiment will take place inside two measurement cells at the center of the apparatus made of deuterated polystyrene (dPS) plus deuterated tetraphenyl butadiene (dTPB) and acrylic. These cells will be filled with isotopically purified superfluid \(^4\text{He} \) 0.4 K. A highly homogeneous magnetic field, \(B_0\), of magnitude 30 mG will be applied along the transverse direction of the measurement cells (parallel to horizontal axis). This field is selected to provide control over the systematic effects arising from magnetic field gradients. Highly Polarized \(^3\text{He}\) \(\left( P_3 \sim 0.98 \right)\), polarized parallel to \(B_0\) field, at an isotropic concentration of \(x_3 \sim 10^{-10}\) (atomic density of \(10^{12} \text{ cm}^{-3}\)), as compared to the natural abundance of \(^3\text{He}\) \(\left( x_3 \sim 10^{-3} \text{ to } 10^{-6}\right)\), will be loaded into the measurement cells. A high voltage electrode, situated in between the two measurement cells and two ground electrodes flanking the measurement cells will be used to provide an electric field parallel to \(B_0\) for one cell and antiparallel to \(B_0\) in the other cell. The electrodes will provide an expected electric field magnitude of \(E_0 = 75 \text{ kV cm}^{-1}\). This high electric field is achievable due to the high dielectric breakdown strength of superfluid helium.

The measurement cells will be illuminated with polarized 8.9 Å neutrons, which undergo down-scattering in superfluid \(^4\text{He}\) via phonon emission in a process called superthermal scattering, to produce UCNs \cite{96, 104, 105}. The FNPB neutron beamline 13 with time of flight choppers will be used to provide the monochromatic 8.9 Å neutrons with \(\Delta\lambda/\lambda\) of 0.01 to suppress non-UCN converted neutron backgrounds. The monochromatic neutrons will be polarized parallel to the \(B_0\) field direction, via a supermirror neutron polarizer \(\left(P_n = 0.98\right)\) and transported to the measurement cells via neutron guides with spin transport magnetic fields. The UCN polarization is expected to be at the same level since the superthermal process does not cause a change in angular momentum and the spin dependent capture interaction of neutrons and \(^3\text{He}\) eliminates any undesired UCN polarization. The inner walls of the measurement cells will be coated with deuterated polystyrene with a neutron optical potential of \(\sim 160 \text{ neV}\). The UCN production rate based on the measurement cell design is expected to be \(\approx 0.31 \text{ UCN cm}^{-3} \text{ s}^{-1}\).
Figure 2.2: A detailed schematic overview of the nEDM@SNS experimental apparatus.
The UCN density build up, time $\tau_{UCN}$, over the course of the monochromatic neutron beam illumination will be dictated by:

$$\frac{1}{\tau_{UCN}} = \frac{1}{\tau_{\beta}} + \frac{1}{\tau_{up}} + \frac{1}{\tau_{wall}} + \frac{1}{\tau_{n3}}$$

(2.1)

where:

- $\tau_{\beta}$ is the mean neutron $\beta$-decay lifetime of 878 s [21].

- $\tau_{up}$ is the UCN loss time from upscattering with the superfluid $^4$He and is expected to be about $6 \times 10^4$ s at 0.4 K [105–107].

- $\tau_{wall}$ is the UCN loss time from measurement cell wall collisions, and is expected to be $> 2000$ s based on the measurement cell design.

- $\tau_{n3}$ is the UCN-$^3$He absorption time, which can be chosen to optimize sensitivity.

Based on this UCN built up time, the maximum achievable UCN density in each cell is expected to be $\approx 170$ UCN cm$^{-3}$ or about $5 \times 10^5$ UCNs per measurement cell. Even at $x_3 \sim 10^{-10}$ concentrations levels, polarized $^3$He can remain in the solution of liquid $^4$He for much longer than the UCN lifetime.

### 2.2 Measurement Technique

$^3$He has a spin-dependent neutron absorption reaction with a strong preference for antiparallel neutron and $^3$He spin capture [108]. The spin averaged cross section is 5300 barns at 1.8 Å, increasing as $1/v$, where $v$ is the velocity of neutrons [109]. The reaction is shown in eq. (2.2). For UCNs, the $n$-$^3$He capture cross section rises to $\sim 8 \times 10^5$ barns. The energy released from $n$-$^3$He reaction decay products excites superfluid $^4$He, which upon relaxation, produces ultraviolet (80 nm) scintillation light. This scintillation light is captured by the dTPB in the cell walls and wavelength shifted to blue light, which is then extracted out from the measurements cells via fiber guides as green light.

$$n + ^3He \rightarrow p + ^3H + 765 \text{ keV}$$

(2.2)
The polarized UCNs and polarized $^3\text{He}$ will precess about the same electric and magnetic fields inside the measurement cells. The scintillation light from the spin dependent capture, which will be proportional $1 - P_n P_3 \cos \omega_{n3}(t)$, will be used to determine the relative beat precession frequency, $\omega_{n3}$, of the two species throughout the measurement run. Since the capture reaction and the spin precession takes place inside the measurement cells, live and in situ the spin analysis will be performed. The time evolving capture rate, $R(t)$, from the scintillation light can be thought of as:

$$R(t) = N_0 \frac{\epsilon_{n3}}{\tau_{n3}} (1 - P_n P_3 \cos (\omega_{n3}t)) \tag{2.3}$$

where $N_0$ is the initial number of UCNs and $\epsilon_{n3}$ is the capture scintillation detection efficiency.

The live in situ spin analysis will be performed using two measurement schemes: free precession and spin critical dressing. In both schemes, The measurement cycle begins after the measurement cells are filled with UCNs. An RF magnetic field is used to apply a $\pi/2$ pulse on the polarized UCN and $^3\text{He}$ for spin precession in the plane transverse to $B_0$ and $E_0$.

### 2.2.1 Free Precession

In the free precession mode, the UCNs and $^3\text{He}$ in both cells are left to precess uninterrupted. Based on the Larmor precession of UCN and $^3\text{He}$ under the application of $B_0$ and parallel(+)/antiparallel(-) $E_0$, the relative beat frequency $\omega_{n3}$ between UCN and $^3\text{He}$ forms as:

$$\omega_{n3}t + \phi_0 = \left( (\gamma_n - \gamma_3) B_0 \pm \frac{2d_n E_0}{\hbar} \right) t + \phi_0 \tag{2.4}$$

where $\gamma_n = -1.8 \times 10^4 \text{rad s}^{-1} \text{G}^{-1}$ [97] and $\gamma_3 = -2.0 \times 10^4 \text{rad s}^{-1} \text{G}^{-1}$ [97] are the neutron and $^3\text{He}$ gyromagnetic ratios, respectively, and $\phi_0$ is the initial phase of the UCN and $^3\text{He}$ precession. For $B_0 = 30 \text{ mG}$, $\omega_{n3}/2\pi = -9.8 \text{ Hz}$.*

From the expected spin relaxation of the precessing UCNs and $^3\text{He}$ over time as well as the UCN loss time in eq. (2.1), the scintillation light event rate from the free precession

*A negative sign comes from the fact that $\gamma_n$ and $\gamma_3$ are negative and precess in counterclockwise direction when looking parallel to the $B_0$ axis.
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mode will be:

\[
R(t) = N_0 e^{-t/\tau_{\text{UCN}}} \left( \frac{\epsilon_\beta}{\tau_\beta} + \frac{\epsilon_3 P_3 P_n}{\bar{\tau}_3} \right) \left[ 1 - \frac{\epsilon_3 P_3 P_n}{\bar{\tau}_3 \left( \frac{\epsilon_\beta}{\tau_\beta} + \frac{\epsilon_3}{\bar{\tau}_3} \right)} \cos (\omega_{n3} t + \phi_0) \right] + R_{\text{BKGD}} \quad (2.5)
\]

The natural beta-decay of UCNs is the largest background source followed by cosmic muons, ambient gamma rays and the scattered neutrons from any wall collisions. The spectrum of the number of scintillation light photons from UCN-\(^3\)He capture is monoenergetic [110, 111], therefore, with selective cuts, non UCN-\(^3\)He photons can be excluded and any non UCN-\(^3\)He capture related background events included is \(R_{\text{BKGD}}\) in eq. (2.3). Based on the design of the scintillation light collection system, the expected efficiency for UCN-\(^3\)He capture events is \(\epsilon_{n3} = 0.93\) and \(\epsilon_\beta = 0.33\) for beta decay events. This decaying scintillation light oscillation signal simultaneously extracted from both measurement cells with parallel/anti-parallel \(E_0\) will be numerically fitted to extract the beat frequency \(\omega_{n3}\) of both cells.

So far it is assumed that the static \(B_0\) field experienced by the two measurement cells is identical. However, since the beat frequency is being extracted over time from spatially apart cells, comagnetometry is required to account for drifts in the magnetic field. Since the precession of the polarized \(^3\)He in the measurement cells will be affected by magnetic field drifts and gradients, therefore, \(^3\)He will be used as a comagnetometer. Furthermore, \(^3\)He has a short diffusion time [112], a small EDM compared to nEDM due to atomic screening [113, 114] and in much larger densities than UCNs, therefore, \(^3\)He precession will be used to provide a nearly exact spatial\(^\dagger\) and temporal average of the magnetic field affecting the UCNs over the measurement period. The \(^3\)He precession, \(\omega_3 = \gamma_3 B_0\), will be measured by an array of Superconducting Quantum Interference Device (SQUID) magnetometers adjacent to the measurement cells [115] simultaneously with the UCN-\(^3\)He scintillation light. By accounting for the \(^3\)He precession from the magnetometry in the beat frequency, \(\omega_n = \omega_{n3} - \omega_3\), the neutron Larmor precession frequency from the parallel and anti-parallel \(E_0\) from the two

\(^\dagger\)Technically, there is an offset in the center of gravity between the UCNs and \(^3\)He, due to a difference in their thermal energies. This means that under the presence of magnetic field gradients, UCNs and \(^3\)He will have different precession frequencies. This shift can be accounted for using the motional magnetic fields shifts from reversing the electric field.
measurement cells will be used to extract the nEDM, $d_n$, as:

$$\Delta \omega_n = \omega_n^+ - \omega_n^- = \frac{4d_n E_0}{\hbar} \tag{2.6}$$

Prior to each measurement cycle, the polarized $^3$He will be loaded into the measurement cells. Then, the measurement cells will be loaded with polarized UCNs via the superthermal process. After that, the precession measurement of UCNs and $^3$He will commence until all UCNs are captured. After each measurement cycle time, the depolarized $^3$He is removed, UCNs and polarized $^3$He are reloaded into the measurement cells and the precession measurement is repeated.

Based on simulations of the optimal experimental parameters, the 1-$\sigma$ level statistical precision on the nEDM from the free precession mode comes out to be around $6 \times 10^{-28}$ e·cm i.e. an uncertainty of $\sigma_{\Delta \omega_n} = 1.7 \ \mu$Hz. This statistical significance corresponds to around 300 live days of scintillation and SQUID runs with the entire free precession measurement, including operational setup, taking 3 calendar years \(^\dagger\).

### 2.2.2 Critically Dressed Spin

In spin critical dressing technique, after the $\pi/2$ pulse, an RF magnetic field transverse to $B_0$ magnetic field with magnitude, $B_{RF}$, much stronger than $B_0$ and angular frequency, $\omega_{RF}$, off the resonance frequency, $\omega_L = \gamma_{n,3} B_0$, will be applied \([116, 117]\). In the limit $\omega_L \ll \omega_{RF}$, the RF field will cause the gyromagnetic ratios of both UCNs and $^3$He, $\gamma_i$ to be modified to:

$$\gamma_{n,3}^{\text{eff}} = \gamma_{n,3} J_0 \left( \frac{\gamma_{n,3} B_{RF}}{\omega_{RF}} \right) \tag{2.7}$$

where $J_0$ is the zeroth-order Bessel function of the first kind. This is called a dressed spin system.

By tuning the dressing RF field, the effective gyromagnetic ratios of the $^3$He and UCNs will be made equivalent, i.e. $\gamma_{n}^{\text{eff}} = \gamma_{3}^{\text{eff}}$. For example, this happens for $\gamma_n^{B_{RF}} \approx 1.19$, where $B_{RF} = 1$ G, a dressing frequency $\omega_{RF} / 2\pi \approx 2.5$ kHz. This is called a critically dressed

\(^\dagger\)It is worth mentioning that this experiment will achieve a precision of $10^{-27}$ e·cm, the precision goal of other nEDM experiments throughout the world, with only a month’s worth of data taking.
spin system, where now both polarized UCNs and polarized $^3$He will be precessing at the same relative rate, $\omega_{n3}$. Here, the critically dressed UCN-$^3$He system will become sensitive to magnetic field changes rather than the individual UCN and $^3$He species. The scintillation rate will be constant and dictated by the initial phase, $\phi_0$. In the presence of a non-zero $d_n$, the scintillation rate will then vary under the application of parallel and antiparallel $E_0$, albeit slightly, as:

$$\omega_{n3} t + \phi_0 = \left( \pm \frac{2d_nJ_0E_0}{\hbar} \right) t + \phi_0$$  \hspace{1cm} (2.8)

As of yet, the scintillation rate signal will be a featureless decaying distribution, making it difficult to compare the fits on the scintillation signal from the different measurement runs. In order to compare measurement runs, the scintillation rate will be converted into a time-dependent asymmetry measurement based on the phase accumulated due to a non-zero nEDM. To do this, a modulation scheme will be applied to change the initial angular phase, $\phi_0$, periodically between $-\phi_0$ and $\phi_0$, the scintillation rate will then vary as:

$$\omega_{n3} t \pm \phi_0 = \left( \pm \frac{2d_nJ_0E_0}{\hbar} \right) t \pm \phi_0$$  \hspace{1cm} (2.9)

By measuring the scintillation rate for the two phases of the measurement cycle as $R_+$ and $R_-$ for for equal amounts of time, $\Delta t$, a time dependent rate asymmetry, $A_{d_n}(\Delta t)$, will be used to extract the nEDM, $d_n$, as:

$$A_{d_n}(\Delta t) = \frac{R_+ - R_-}{R_+ + R_-}$$  \hspace{1cm} (2.10)

where

$$R_\pm(\Delta t) = N_0 e^{-\frac{\Delta t}{\tau_{UCN}}} \left[ \frac{\epsilon_\beta}{\tau_\beta} + \frac{\epsilon_3}{\tau_3} \left( 1 - P_3 P_n \cos \left( \pm \frac{2d_nJ_0E_0}{\hbar} t \pm \phi_0 \right) \right) \right] + R_{BKGD}$$  \hspace{1cm} (2.11)

and

$$\frac{1}{\tau_{UCN}} = \frac{1}{\tau_{n3}} - \frac{1}{\tau_\beta} + \frac{1}{\tau_{cell}} + \frac{1}{\tau_{up}}$$  \hspace{1cm} (2.12)

Assuming optimal parameters, 1-$\sigma$ statistical precision from the critical dressed spin mode with modulation is expected to be $3 \times 10^{-28}$ e·cm [83]. This statistical significance 
corresponds to around 300 live days of scintillation runs with the entire measurement, including operational setup, taking 3 calendar years. Primary reason for improvement of statistical sensitivity is because the UCNs last longer, as their spins are never anti-parallel, since the technique allows for a control of the relative precession of UCN-$^3$He system. Since critical dressing makes the combined UCN-$^3$He system sensitive to magnetic field changes rather than the individual species, this eliminates some of the systematic effects associated with $^3$He SQUID comagnetometry in free precession mode. Conveniently, having two independent measurement techniques allows for a check on the different systematic effects from the two measurement modes. Due to the intricacies of the critically dressed spin technique, the Systematics and Operation Studies apparatus [83] will be used to study the UCN and $^3$He critical dressing as well as various modulation techniques, as described in [83, 118, 119], to understand the effects on the statistical sensitivity and any suppression of systematic effects.

### 2.2.3 Systematical Effects

Despite the meticulous control and characterization techniques of the magnetic fields employed in this experiment, systematic uncertainties on the nEDM measurement are bound to exist and must be suppressed in order to further search for new physics.

The largest systematic effect arises from the geometric phase of the precession in the effective magnetic field created by the $B_0$ magnetic field gradients and the motional magnetic field, $B_{Exv} = E \times v/c^2$, leading to frequency shifts proportional the electric field, $E$, i.e. false nEDM signal, called the Bloch-Siegert false EDM [98, 120]. The size of this frequency shift depends on the size of the field gradients, the collisional motion of the particle, and the dimensions of the measurement cell. Both the neutron and $^3$He will exhibit this frequency shift, although the shift is much larger for $^3$He because of the differences in the motion ($^3$He atoms undergo diffusive motion in superfluid $^4$He with the mean free path scaling with temperature as $\sim T^{-7.5}$ [121]) and the precession since $\gamma_{^3He}/\gamma_n \approx 1.1$.

One method to characterize and suppress this false EDM effect is to perform a scan by intentionally introducing magnetic field gradients and interpolating until the total gradients are negligible [122]. Since the $^3$He undergoes a strong temperature dependent diffusive
motion, the temperature of the superfluid helium will be tuned as well to control this effect for the comagnetometer and characterize any magnetic field gradients. This gradient-temperature technique will be further explored at the Systematics and Operation Studies apparatus as well [83, 123, 124].

2.3 Apparatus

A schematic overview of the key nEDM@SNS experimental apparatus is shown in fig. 2.3. The main subsystems that make up the apparatus are: the Central Detector System, the $^3$He Services System and the Magnetic Field Module System including the Magnetic Shielding Enclosure. Presently, these subsystems are being researched and developed at the different collaborating institutions before their eventual assembly and commissioning at the SNS as shown in fig. 2.3 and fig. 2.1. This section gives a brief overview of each of subsystem. A more detailed overview can be found in [83].

2.3.1 Central Detector system

The Central Detector System (CDS), shown in greater detail in fig. 2.4. The CDS volume is made of fiberglass composite which will be filled 1600 L of superfluid helium and cooled to 0.4 K with a non-magnetic dilution refrigerator (DR). The purpose of the CDS is to harbor the two measurement cells, the high voltage electrode system, SQUID magnetometers array, and the scintillation light collection fibers. The entire CDS volume along with its inner components is made of non-magnetic materials to prevent field gradients and non-electrically conductive materials to prevent the thermal ringing noise in the SQUIDS as well as eddy current heating from the RF magnetic fields.

As stated earlier, the measurement cells will be composed of acrylic PMMA with inner walls coated in highly pure deuterated polystyrene (dPS) with embedded deuterated tetraphenyl butadiene (dTPB). The cell will be 40 cm long, 7.5 cm wide and 10 cm tall with a wall thickness of 1.2 cm. The cell materials are deuterated to allow for UCN production as well as provide a long UCN storage time by preventing upscattering of UCNs. The purpose of dTPB is to wavelength shift the scintillation light for collection and extraction by the light
Figure 2.3: Schematic overview of the key nEDM@SNS experimental apparatus. Figure taken from [83].
Figure 2.4: A detailed view of the Central Detector System (CDS). Figure courtesy of Takeyasu Ito of the nEDM@SNS collaboration.
fibers guides [125]. A deuterated plastic valve in between the two cells will allow (un)loading of (de)polarized $^3$He into the measurement cells.

The high voltage electrodes will be made of PMMA with electrically conductive coating. The desired 75 kV/cm electric field corresponds to a potential of 630 kV of the longitudinal area of the cell. A cryogenic high voltage amplification system, called the Cavallo multiplier, will be used to provide the large electric potential [83]. The operating principle of electrostatic charge transfer based on the relative capacitance of each of the electrodes in the amplification process is shown in fig. 2.5.

2.3.2 Polarized $^3$He System

The polarized $^3$He system, as shown in fig. 2.6, will be located atop the CDS as shown in fig. 2.3. The polarized $^3$He system has three functions for the operation of the nEDM@SNS experiment: (i) polarize the $^3$He, (ii) inject the polarized $^3$He into the measurement cells and (iii) remove the depolarized $^3$He from the measurement cells [83].

$^3$He will be polarized using an atomic beam source (ABS) [126, 127]. This cryocooled $^3$He source uses inhomogeneous magnetic fields from a quadrupole magnet to filter out one spin state, polarizing the $^3$He atoms [83]. The polarized $^3$He will be injected into the measurement cell by applying temperature gradients which induce phonons (‘heat flush’) that will carry the polarized $^3$He [128]. This polarization will be adiabatically maintained via spin transport magnetic fields. After the spin precession measurement is finished, the depolarized $^3$He will be removed via the heat flush technique into a separate volume, to be discarded.

2.3.3 Magnetic Field Module System

The Magnetic Field Module (MFM), which surrounds the CDS, is responsible for providing all of the magnetic fields relevant for the spin precession measurements as well as the appropriate magnetic shielding. A schematic of this system is shown in fig. 2.7.

Going outwards from the center, the vertical concentric cylindrical components of the MFM are: the spin dressing $\cos \theta$ coil to provide RF fields, transverse to $B_0$ magnetic field, for the $\pi/2$ rotation and spin dressing, a thin conductor eddy current shield to reduce heating.
Figure 2.5: A schematic showing the operating principle of Cavallo high voltage amplification system design for the nEDM@SNS experiment. Figure taken from [83].
Figure 2.6: Overall schematic of the polarized $^3$He subsystem. Figure on the left is taken from [83] and figure on the right is courtesy of Steve Williamson of the nEDM@SNS collaboration.
Figure 2.7: Overall schematic of the Magnetic Field Module system. Figure taken from [83].
from the spin dressing field, a $\cos \theta B_0$ coil to provide the uniform 30 mG field in the horizontal direction, a ferromagnetic shield made of high permeability material, Metglas, to provide a flux return for the $B_0$ field and improving the $B_0$ uniformity, and lastly a superconducting Pb magnetic shield for eliminating time varying drifts in the magnetic fields. Two Pb layers cap the top and bottom ends of the MFM with the return loops of the $B_0$ coil on the outside to mimic the $B_0$ coil if it were of infinite length and further improve the field uniformity. The expected magnetic field gradients based on the design are less than $1 \times 10^{-7}$ G cm$^{-1}$.

A schematic of the fields produced by the MFM is shown in fig. 2.8. A cylindrical array of fluxgate magnetometers will be located between the MFM and the CDS [83] to allow for coarse tuning of magnetic field gradients.

The next set of the outer layers form the cryostat of the MFM, which consist of the inner magnet volume (IMV) which operates at 4 K, the liquid nitrogen shield (LN$_2$ shield), which operates at 77 K and reduces radiative heat load on the IMV and lastly, the outer vacuum chamber (OVC), which forms the vacuum boundary as well as prevents conductive warming of the low-temperature components.

The entire nEDM@SNS apparatus (CDS, MFM and polarized $^3$He system) will reside inside a large 4 m by 4m wide and 6 m tall multi-layered ferromagnetic Magnetic Shield Enclosure (MSE) made of high permeability material called mu-metal. This MSE is shown in fig. 2.3. The purpose of the MSE is to provide a less than $1 \times 10^{-5}$ G m$^{-1}$ field gradient and a high shielding factor for external RF fields at its center, where the measurement cells will reside. Outside the MSE will be coil pairs along the orthogonal axes of the MSE to cancel out the earth’s magnetic field.

The major components of the apparatus described exist and are expected to undergo full assembly in the upcoming years, with the first nEDM measurement data expected to begin in 2029. As part of this development effort, neutron polarization and transmission measurements need to be performed to check for the neutron intensity and polarization loss from the MFM. These measurements are the main topic of this dissertation and the associated neutron polarimetry is described in the succeeding chapters.
Figure 2.8: A top down cross-sectional view of the main magnetic field generating components of the Magnetic Field Module. Figure courtesy of Wanchun Wei of the nEDM@SNS collaboration.
Chapter 3

Polarized $^3$He for Neutron Spin Analysis

This chapter describes the in situ (at the experiment location) $^3$He SEOP polarization setup used for the neutron polarization and transmission measurements at the SNS Beamline 13A. First, the methodology to polarize $^3$He is described, then the design of the in situ system along with the results from proof of demonstration are shown and discussed. This in situ polarized $^3$He system was used to perform neutron polarimetry for identifying polarization loss from the cryogenic magnet of the nEDM@SNS experiment described in the next chapter.

3.1 Polarized $^3$He

Targets of gaseous spin polarized $^3$He nuclei are widely used in nuclear physics as polarized “free neutrons” for electron scattering experiments and as spin filters/analyzers of polarized neutron beams due to the large spin dependent absorption cross section of neutrons by $^3$He [129]. Convenience of long polarization relaxation times ($\sim 10^2$ hours) due to the noble gas chemical inertness, absence of an electric quadrupole moment and the presence of a large magnetic moment make $^3$He attractive for precision measurements. This utility is enabled by methods used to hyperpolarize $^3$He atoms.

It is not possible to directly polarize the $^3$He $1s^2$-$1s2p$ transition since the hyperfine splitting in $1s2p$ state is very small, resulting in mixing of the hyperfine levels of the excited
state, not to mention, the lack of 59nm (extreme UV) laser technology \* [130]. Thus spin exchange (SEOP) and metastability exchange (MEOP) optical pumping methods involving indirect transfer of angular momentum are used [129]. In SEOP, alkali atoms at \( \sim \)bar pressure are polarized via optical pumping of their electronic structure [131]. Transfer of angular momentum from alkali to He occurs via slow and weak Hyperfine interactions [131]. In MEOP, metastable \(^3\)He atoms are created via optical pumping and are rapidly polarized via weak Hyperfine mixing [132]. The polarized metastable \(^3\)He atoms are transferred to the polarized ground state \(^3\)He via exchange collisions [132]. This section gives a brief overview of the two optical pumping methods to provide context for this thesis. A more comprehensive overview can be found in [129].

### 3.1.1 Spin Exchange Optical Pumping

The first demonstration of SEOP on \(^3\)He was done by [133] in 1960. With the advancement in laser technology, [76] used laser based SEOP to develop high density polarized \(^3\)He for discriminating neutron polarization. Even today, the laser based SEOP is the most widely used technique to perform SEOP.

Glass cells filled with 0.1 to 10 bar\† pressure of ultra-high purity (99.999%) \(^3\)He gas along with \( \sim \)100mg of Rubidium and Potassium alkali metal mixture are used for confining and polarizing \(^3\)He. The cells are heated to 190 \( ^\circ \)C to 210 \( ^\circ \)C to vaporize the alkali mixture to achieve a density of around \( 10^{14} - 10^{15} \) cm\(^{-3}\). The entire cell is illuminated with circularly polarized infrared light using a diode laser. The laser output is typically set to 50 W to 100 W power and 795 nm or 770 nm wavelength, which correspond to the D1 transition lines of Rb and K, respectively, with a linewidth of about 0.2 nm [129, 134, 135]. The alkali density in cells is low enough that the spectral width of the laser is enough to cover the atomic line width broadening from relatively high pressure nature of the cell [136, 137]. Even though a high degree of circular polarization can be attained with commercial polarizing wave plates

\*Technically, one can use a Stern-Gerlach filter or the Lamb shift transitions in the small Zeeman splitting of the 2s[F=1/2] states in \(^3\)He to polarize \(^3\)He [130].
\†All pressures listed in this section are at standard temperatures unless otherwise stated.
A small amount of nitrogen gas is also added to quench the radiative decay of the excited alkali atoms [131, 140].

The build up of alkali polarization is determined by a large alkali polarization optical pumping rate as compared to the alkali polarization relaxation rate [129]. The alkali spin-relaxation times are on the order of a few ms, whereas the alkali optical pumping times are much shorter, typically \( \lesssim \) ms, hence high alkali polarization is established relatively quickly [141]. These short optical pumping times are possible because of the use of laser based optical pumping as well as keeping the cell at a high temperature to vaporize the optically thick alkali mixture [129, 141, 142]. The alkali spin relaxation is primarily caused by alkali-alkali collisions and alkali-\(^3\)He collisions [134]. This relaxation due to collisions is highly dependent upon the pressure of \(^3\)He gas and amount of alkali mixture used during formation of the \(^3\)He cell [134]. A hybrid mixture of K and Rb alkali atoms is used due to their high spin exchange efficiency and low spin relaxation rates [143, 144].

Similarly, the build up of \(^3\)He polarization is determined by a large alkali-\(^3\)He spin-exchange rate as compared to the \(^3\)He nuclear spin relaxation [129]. The alkali-\(^3\)He spin exchange time is typically on the order of 10 hours, hence, it takes a day(s) to approach the maximum attainable \(^3\)He polarization [129, 141]. Due to these slow polarization times, it is critical to have long \(^3\)He polarization relaxation times for a cell in order to maximize its use. GE180, a type of Aluminosilicate glass, which has low \(^3\)He permeability, is boron free and corrosion resistant, is widely used for neutron based experiments [135, 145, 146]. Polarized \(^3\)He cells at room temperature have shown relaxation times on the order of 100 hours [141]. This indicates that relaxation due to glass cell wall has a minor contribution towards limiting the attainable \(^3\)He polarization. However, relaxation from temperature effects has been found to restrict the \(^3\)He polarization [147]. These main limiting effects will be discussed later in this chapter.

In a typical SEOP apparatus, an oven is used to heat the glass cell filled with alkali mixture and \(^3\)He [142, 148], a magnetic field coil to provide uniform holding magnetic field, a high-power laser with narrow spectral width [135, 149, 150] and laser optics for generating circularly polarized light and steering/focusing the laser beam. \(^3\)He polarization
is monitored and controlled using nuclear magnetic resonance (NMR) techniques as well as alkali spectroscopy [151].

3.1.2 Metastability Exchange Optical Pumping

In MEOP, $^3$He is polarized via optical pumping and hyperfine interactions of metastable $^3$He atoms followed by rapid transitions to the ground state via metastable state to ground state exchange collisions [132, 152]. MEOP is usually performed on $^3$He cells with pressures on the order of $\sim$ mbar. External electrodes are used to produce a RF discharge to make metastable atoms on the order of $10^{10}$ cm$^{-3}$ [129, 132, 152]. Ionization of impurities can lead to destruction of metastability, so ultra-high purity gases and clean glass cells are used. The low density of $^3$He means low density of metastable states, hence, larger cells are used to absorb the optical pumping light to overcome the optically thin nature and yield larger quantities of polarized $^3$He. Optical pumping is performed via $\sim$10W lasers at the 1083nm wavelength with spectral linewidth of 15 cm [129, 132, 152]. This linewidth is much wider than the Doppler-broadened atomic absorption [129, 132, 152]. The polarization of the $^3$He ground state and metastable $^3$He states are strongly coupled due to the hyperfine interactions [129], and subsequently evolve on the timescale of seconds [153]. The $^3$He ground-state relaxation is dependent on the strength of the RF discharges, where strong discharges produce higher densities of metastable states and thus, higher polarization, however, at the expense of large metastability induced relaxations [129, 132].

The apparatus used to perform MEOP consists of RF discharge electrodes wrapped around the $^3$He cell. The cells resides in a homogeneous magnetic field, which is provided by a large set of coils. The cell is illuminated with a laser outputting circularly polarized IR light [154]. During optical pumping, compressors are also used to maintain the $^3$He polarization [154]. After compression, NMR is used to monitor/manipulate the $^3$He polarization [151].

3.1.3 Comparison of SEOP and MEOP

Although both SEOP and MEOP can be used to produce polarized $^3$He, the application has to be considered in order to select the appropriate method. The benefit of SEOP is enabling
of means to polarize from 0.3 bars to 10 bars pressure $^3$He cells [129]. By contrast, MEOP is best deployed for $\sim$1 mbar pressures, requiring further gas compression to preserve the polarization [129]. The advantage of MEOP is the ability to polarize $^3$He at timescales faster (typically seconds) than most SEOP (typically hours) [129]. In terms of operations, SEOP can be done in compact setups without the need for supervision during the hours long build up towards polarization [155], while MEOP requires large laboratory space to accommodate the bulky setup as well as live supervision to operate the gas compression, albeit for short times [132]. For neutron applications, such as the experiment described in this thesis, a 0.8bar $^3$He cell was used in a compact in situ apparatus, therefore SEOP was the suitable method. SEOP has also been the preferred choice for other $^3$He cells/neutron spin fliters used at Oak Ridge National Laboratory, therefore, the presence of technical expertise and pre-existing equipment was beneficial to the work described in this thesis.

### 3.2 Theory of Spin Exchange Optical Pumping

#### 3.2.1 Optical Pumping

As stated earlier in this chapter, the SEOP process facilitates the polarization of $^3$He by polarized alkali atoms, therefore, it is necessary to optically pump and polarize the alkali with high efficiency. This optical pumping is performed using monochromatic high powered lasers with sharp spectral widths to initiate the hyperfine atomic transitions of the alkali atoms. This section describes the physics of alkali optical pumping, the causes of alkali spin relaxation as well the circularly polarized light dependent effects on the efficiency of optical pumping. A detailed explanation of the optical pumping mechanism can be found in [129, 156, 157]. The SEOP mechanism described in this section is adopted from the terminology and nomenclature in [129].

A more detailed description of the alkali atomic spectrum especially the D lines of Rb and K can be found in [158–160]. Figure 3.1 shows the relevant hyperfine levels at play during the optical pumping of alkali atoms. It illustrates the optical pumping mechanism from circularly polarized ($\sigma_+$) light absorption tuned to the ground state $S_{1/2}$ to the excited...
Figure 3.1: Hyperfine atomic levels involved in the optical pumping of the alkali $S_{1/2}$ to $P_{1/2}$ D1 line in the presence of $^3$He. The $^3$He atoms mix the P-levels of the alkali, modifying the ground state to the excited state selection rules. Alkali in the $m_S = \pm \frac{1}{2}$ ground-state Zeeman sublevels absorb light with $1 \mp P_\infty$, probability. Once the alkali transitions to the excited state, spin relaxing collisions can occur. N$_2$ gas is used to quench any alkali radiative and de-excitation and relaxes the alkali to the ground-state Zeeman sublevels. The alkali, over time, accumulates in the $m_S = \frac{1}{2}$ Zeeman sublevel, acquiring a steady-state hyperfine spin polarization of $P_\infty$ assuming that spin relaxation in the alkali ground-state is absent. Figure taken from [129].
state $P_{12}^\downarrow$ “D1” resonance line of the alkali. The figure also shows the presence of mixing of the $P_{12}^\downarrow$ and $P_{32}^\downarrow$ Zeeman sublevels due to collisions with $^3\text{He}$ atoms indicated by the dashed lines.

As illustrated in fig. 3.1, the D1 line transition probability, $P_\infty$, for alkali atoms in the $m_S = -\frac{1}{2}$ Zeeman sublevel transitioning to the the $m_P = \frac{1}{2}$ level is $1 + P_\infty$. This transition probability much larger than the transition probability of $1 - P_\infty$ for the alkali in the $m_S = \frac{1}{2}$ Zeeman sublevel [129, 140, 156]. This selective transition is possible due to the mixing from the weak hyperfine interactions under the presence of $^3\text{He}$ [129, 156]. Therefore, the alkali atoms in the $m_S = -\frac{1}{2}$ ground state get preferentially excited to $m_P = \frac{1}{2}$ excited state. The excited alkali atoms undergo relaxation due to collisions with the $^3\text{He}$ gas and an additional quenching gas, $N_2$. This randomizes the excited alkali atom population among the mixed $P_{12}^\downarrow$ and the $P_{32}^\downarrow$ Zeeman sublevels. Then, there is resonant transfer of the excited alkali P-state energy to vibrational states of $N_2$. This de-excites the alkali atoms back to the $S_{12}^\downarrow$ ground state level. The fraction of alkali atoms that de-excite to the $m_S = \frac{1}{2}$ state do not absorb the polarized light, due to selection rules. While the fraction that de-excite to $m_S = -\frac{1}{2}$ get excited back to P-states and relax until all alkali atoms populate the $m_S = \frac{1}{2}$ state. The process continues until a steady-state polarized alkali population builds up, $P_\infty$ [140]. $N_2$ plays a key role in this process by quenching the excited alkali atoms to prevent radiative de-excitations [140]. The mechanism described is valid for high alkali density cells [129, 131, 156]. However, for low alkali density cells, rapid electronic de-excitations cause nuclear spin relaxation via hyperfine couplings, reducing the optical pumping efficiency [140].

The spin-exchange collisions among the alkali-metal atoms themselves are responsible for maintaining the collective angular momentum [161, 162]. These collisions conserve the total angular momentum ($F_A = I_A + S_A$) and in combination with the alkali hyperfine coupling, establish a thermal spin equilibrium with the total angular momentum states ($F, m_F$) as $\rho \propto \exp \left( \frac{m_F}{k_B T} \right)$ [161, 162], where $k_B$ is the Boltzmann constant and $T$ is temperature. The alkali-metal electron spin polarization can be defined with this spin-temperature parameter as $P_A = \tanh \frac{1}{2k_B T}$. In the mechanism described so far, the alkali nuclear spins have neglected. However, since SEOP $^3\text{He}$ cells are pumped under the application of low magnetic fields, the total alkali hyperfine structure (with a non-zero alkali nuclear spin) and the total
angular momentum states \((F, m_F)\) with \((2F+1)\) multiplicity have to be considered. Pressure broadening of the D1 line leaves the total angular momentum states \(m_F\) unresolved, therefore, all \(m_F\) states are optically pumped with the same rate. This means that the presence of alkali nuclear spin creates a “slowing-down” effect on the optical pumping, which can be described as \(\langle F_z \rangle \approx 2I_A + 1\), where only the two states \(F = I_A + \frac{1}{2}, m_F = \pm (I_A + \frac{1}{2})\), give rise to the electron spin polarization [162].

Based on mechanism described, the optical pumping process can be written via the conservation of the total alkali angular momentum [129] as:

\[
\frac{d\langle F_z \rangle}{dt} = \frac{1}{2} \left[ R(x)(P_\infty - P_A) - \Gamma_A P_A \right] \tag{3.1}
\]

where \(\Gamma_A\) is the alkali spin relaxation rate and \(R(x)\) is the alkali light absorption rate for an arbitrary location, \(x\), in a cell. The steady-state polarization at a local position in the cell becomes:

\[
P_A(x) = P_\infty \frac{R(x)}{R(x) + \Gamma_A} \tag{3.2}
\]

The next section describes the effects responsible alkali spin relaxation.

**Alkali Relaxation**

There are three as of yet known processes that are responsible for causing alkali spin polarization relaxation in SEOP cells [129]. As will be discussed later, the interaction \(V_{rot} \propto \vec{S} \cdot \vec{N}\), which comes from the alkali electronic spin \(\vec{S}\) to the rotational angular momentum \(\vec{N}\) of the pseudo-rigid alkali-\(^3\)He pair [131], is one of them. This interaction comes from the spin-orbit fine structure interactions induced by the mixed s-p state caused by collisions [131]. As will be discussed later, this is the reason why Na or K are the ideal SEOP alkali mediators due to their small fine-structure interaction, as compared to Rb. This collision process has a temperature dependence as \(T^4\) as well and becomes more prominent at high temperature SEOP [134].

Secondly, there is also a small dissipation of spin angular momentum among alkali-alkali collisions, which arise from the spin-axis interaction \(V_{SS} \propto \vec{S} \cdot \vec{S}\), [163] as well as from any formation of triplet or singlet alkali molecules [163–165]. At low magnetic fields, collision rate
coefficients have been measured to be $1.0 \times 10^{-18} \text{ cm}^3 \text{ s}^{-1}$ for K-K collisions and $9.3 \times 10^{-18} \text{ cm}^3 \text{ s}^{-1}$ for Rb-Rb collisions [129], indicating this effect is more persistent in Rb than K, thus making K more suitable.

The high rate of diffusion of the polarized alkali atoms within the cell volume can lead to alkali spin relaxation as well [129]. The alkali polarization diffuses on length scales of cm or less as the polarized optical pumping light propagates and attenuates through the cell. However, a thin region of unpolarized alkali atoms can persist near the cell wall [131, 162, 166, 167]. The alkali polarization at a distance $x$ from the cell wall can be estimated as $P_A[1 - \exp\left(-\frac{x}{\lambda}\right)]$, where the diffusive layer thickness, $\lambda$, is approximated to be around $\sim 60 \mu\text{m}$ [131, 162, 166, 167].

**Light Polarization**

The transmission of light through a cell of unpolarized alkali atoms for a typical optical depth, $D_{\text{opt}}$, is $\exp(-100)$ [129]. This is because the alkali vapor is optically dense. If the cell is full of polarized alkali atoms, the optical depth of circularly polarized light becomes $D_{\text{opt}} = D_{\text{opt},0}[1 - (P_\infty P_A)]$, which means that the the circularly polarized light can only penetrate further into the cell if $1 - (P_\infty P_A) \ll 1$ i.e. the alkali atoms become fully polarized ($P_A \sim 1$) in order to become optically transparent ($P_\infty \sim 1$) [129]. This will only happen if optical pumping light is tuned to the D1 line of the alkali atom.

Since SEOP is intended for high density $^3\text{He}$ cells, alkali-$^3\text{He}$ collisions cause mixing of the alkali D1 atomic levels [140]. This is shown in fig. 3.2. This allows for circularly polarized light to get absorbed in the mixed state, limiting the efficiency of optical pumping [140]. Thus, the alkali atoms can only achieve a maximum polarization, $P_\infty < 1$, even under high optical pumping rates [140].

Figure 3.3 show measurement results of the dichroism‡ of polarized Rb atoms in the presence of different densities of $^3\text{He}$ [140]. The figure shows that while the alkali polarization peaks at the D1 resonance, a 1 nm detuning from the resonance drops the maximum alkali polarization to 0.9. This emphasizes the need for narrow-bandwidth lasers for yielding efficient optical pumping as well as higher maximum polarization.

‡Dichroism means polarization dependent absorption.
Figure 3.2: Atomic levels of Rb-$^3$He pair during optical pumping. The figure shows the absorption of the D1 light crossing over with the mixed $5p[\frac{1}{2}]$ excited state. Figure is taken from [129] with the original calculations in [140].
Figure 3.3: The maximum attainable alkali dichroism of Rb atoms in $^3$He. At the D1 resonance line of Rb, 795nm, the measured alkali polarization approaches 1. The solid line is the calculated dichroism without alkali-$^3$He collisions. Figure is taken from [129] with the original data in [140].
The optical light scattering rate, $A(x)$, can be written as [129, 131]:

$$ A(x) = R(x) [1 - (P_\infty P_A)] $$

$$ = \Gamma_A P_\infty P_A(x) - R(x)(1 - P_\infty^2) $$

(3.3)

The first term compensates for collisions causing spin relaxation and the second term accounts for the light scattering from any off D1 line pumping [140, 156, 168]. In optical pumping, the light fluence rate or light flux density, $I(x) [cm^{-2}s^{-1}]$ at a location in the cell, $x$, can be described as:

$$ \frac{dI(x)}{dx} = A(x)|A| $$

$$ = [A]\Gamma_A P_\infty P_A(x) - [A]R(x)(1 - P_\infty^2) $$

$$ = [A]\Gamma_A P_\infty P_A(x) - [A]\sigma A I(x)(1 - P_\infty^2) $$

(3.4)

where $[A]$ is the alkali concentration and the optical cross section, $\sigma_A$, for unpolarized alkali atoms is defined as the ratio of the optical pumping rate $R(x)$ to the light flux density $I(x)$ [129, 162]. If on D1 line pumping ($P_A \approx P_\infty = 1$), the first term in the equation leads to a linear attenuation in light flux density $I = I_0 - [A]\Gamma_A P_\infty^2 x$ [131, 138]. This means that the D1 light gets attenuated from the spin relaxation collisions despite the optical thickness of SEOP cells. If off D1 line pumping ($P_\infty < 1$), section 3.2.1 leads to an exponential attenuation of the light as $I = I_0 \exp (-[A]\sigma (1 - P_\infty^2) x)$ because the absorption length increases by a factor $\frac{1}{1 - P_\infty^2}$ as compared to the absorption length under uniformly polarized alkali atoms [129].

Scattering of light also happens during off D1 line dichroism [143]. A light absorption efficiency defined as the ratio of the production rate of polarized $^3$He to the light scattering [143], can be used to characterize this:

$$ \eta_\gamma = \frac{[He] \frac{dP_{He}}{dt}}{[A]A} $$

(3.5)

where $[He]$ is the concentration of He in the cell. Measured light absorption efficiency for optical pumping with a broad spectrum laser is shown in fig. 3.4. This indicates that for
Figure 3.4: Measured spin exchange and light absorption efficiencies as a function of alkali mixture concentration. The light absorption is inefficient as compared to the maximum spin transfer efficiency due to the non-dichroism effects. Figure is taken from [129] with the original data and calculation from [143].
optical pumping under off D1 line, the is light absorption becomes inefficient, due to light scattering [143].

In the early days, SEOP polarization of $^3$He used to struggle due to expensive, bulky, low power and broad spectral width laser technology [76, 169, 170]. With the introduction of narrower laser diodes and compact Variable Bragg Gratings with integrated cooling systems in recent years, SEOP performance and attainable $^3$He polarization has increased [135, 171]. These new lasers generally produce monochromatic light with a spectral width < 0.2 nm (90 GHz), matching to the alkali D1 transition line, increasing the maximum attainable alkali polarization $P_\infty$.

Other effects such as aberration of the incident laser light from uneven glass cells, changes in the laser beam divergence by glass and variation in the spatial modes of laser light can also prevent a uniform optical pumping rate along the volume of the cell [135, 172]. Although these factors can be somewhat mitigated by laser pumping the cell from both directions, a comprehensive study of the effect and mitigation of these factors on optical pumping has not been performed [135, 172].

### 3.2.2 Spin Exchange

The exchange of spin angular momentum between the alkali and the $^3$He can be thought of as:

$$A \uparrow + ^3He \downarrow \leftrightarrow A \downarrow + ^3He \uparrow \quad (3.6)$$

The interaction potentials experienced during alkali-$^3$He collisions are

$$V \propto V_0 + \vec{S} \cdot \vec{I}_{He} + \vec{S} \cdot \vec{N} \quad (3.7)$$

where,

- $V_0$ is the spin-independent interaction potential between the alkali-$^3$He [173, 174].
- $\vec{S} \cdot \vec{I}_{He}$ is the hyperfine interaction between the alkali electron spin, $\vec{S}$, and the $^3$He nuclear spin, $\vec{I}_{He}$ [173, 174].
• $\vec{S} \cdot \vec{N}$ is the alkali spin and alkali-$^3$He pair rotational angular momentum interaction [131]. As discussed earlier, this is one of the known sources of spin relaxation in alkali and limits the spin exchange efficiency.

The interaction potentials, as shown in fig. 3.5, can be used to calculate the alkali-$^3$He spin-exchange rate, $k_{SE}$ [173, 174]. For K-$^3$He, the $k_{SE}$ comes out to be around $6 \times 10^{-20}$ cm$^3$ s$^{-1}$ [129, 131, 161]. For typical alkali concentrations used in SEOP in the range of $10^{14}$ cm$^{-3}$ to $10^{15}$ cm$^{-3}$, the probability of spin exchange is very low and the spin-exchange time constant, $1/k_{SE}$, is around 10 to 50 hours [129]. This impresses the importance of building $^3$He cells with long lifetimes to achieve high $^3$He polarization.

The spin exchange and the relaxation/build up of polarized $^3$He, $P_{He}$, (mostly due to wall relaxation with rate, $\Gamma_{wall}$) can be modeled as [175]:

$$\frac{dP_{He}}{dt} = k_{SE}[A](P_A - P_{He}) - \Gamma_{wall}P_{He} \tag{3.8}$$

Since the $P_{He}$ varies on the scale of hours as compared to the alkali-metal electron polarization $P_A$, which varies with millisecond relaxation times, $P_A$ can be treated as constant. Thus, in a steady state solution, $P_{He}$ builds up as

$$P_{He,\infty} = P_A \frac{k_{SE}[A]}{k_{SE}[A] + \Gamma_{wall}} \tag{3.9}$$

at a time constant of

$$\frac{1}{\tau} = k_{SE}[A] + \Gamma_{wall} \tag{3.10}$$

This linear relation implies that one can measure $k_{SE}$, and in effect the build up of $P_{He,\infty}$, by measuring the time constant as a function of the alkali concentration, [A] [129]. However, as will be described later, $\Gamma_{wall}$, has been found to vary non-linearly as a function of temperature of the $^3$He cell and only wall loss relaxation independent methods have to be used to measure $k_{SE}$ [129]. The no SEOP re-polarization method [134, 176, 177], the rate balance method [176], the $^4$He exchange rate method [178], and the absolute alkali polarimetry method [179] have been used to measure the spin-exchange rate, $k_{SE}$ for the different alkali. The results from these measurements are shown in table 3.1.
Figure 3.5: Calculated $V_0(x)$ [173] and $\vec{S} \cdot I_{He}^z$ [174] for the K-\(^3\)He pair. Figure is taken from [129].
Table 3.1: Measurements of spin-exchange rate coefficient $k_{SE}$, using wall-independent methods, all normalized to the EPR frequency shift factors $\kappa_0$ and $\frac{d\kappa_0}{dT}$. Data taken from [134, 176–179].

<table>
<thead>
<tr>
<th></th>
<th>Na</th>
<th>K</th>
<th>Rb</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{SE}$ $[10^{-20}$ cm$^3$s$^{-1}]$</td>
<td>6.1</td>
<td>6.1-7.5</td>
<td>6.7-6.8</td>
</tr>
<tr>
<td>$\kappa_0$</td>
<td>4.7</td>
<td>6.0</td>
<td>6.1</td>
</tr>
<tr>
<td>$\frac{d\kappa_0}{dT}$ [K$^{-1}$]</td>
<td>0.009</td>
<td>0.008</td>
<td>0.009</td>
</tr>
</tbody>
</table>
Even though the spin exchange from alkali to $^3$He is limited with a slow time constant, the efficiency of the optically pumping to polarize the alkali is high. If no light scattering from polarized alkali atoms is assumed, the loss of angular momentum by polarized alkali-metal atoms happens at a rate $[A] V \Gamma_A P_A$. At the same time, the addition of angular momentum to $^3$He happens as, $V[\text{He}] \frac{dP_{\text{He}}}{dt}$, the spin exchange collision efficiency can be written as [129, 134]:

$$\eta = \frac{V[\text{He}] \frac{dP_{\text{He}}}{dt}}{[A] V \Gamma_A P_A} = \frac{k_{SE}[\text{He}]}{\Gamma_A} \left(1 - \frac{P_{\text{He}}}{P_{\text{He,\infty}}}\right)$$

(3.11)

This spin exchange collision efficiency is maximum during the early stages of SEOP at low $^3$He polarization, but then decreases as higher $^3$He polarization and alkali polarization approach equilibrium. This efficiency varies from alkali to alkali [134].

Although $\Gamma_A$ contributes to the alkali spin-relaxation rate, the minimum possible alkali spin-relaxation rate is $\Gamma_A = (k_{SE} + k_{SR})[\text{He}]$, where $k_{SR}$ is the relaxation due to the the alkali spin and alkali-$^3$He pair rotational angular momentum interaction as discussed previously [134, 177, 180]. This relaxation limits the spin exchange to:

$$\eta = \frac{k_{SE}}{k_{SE} + k_{SR}}$$

(3.12)

Measurements and expected values of the spin-exchange efficiency for the alkali elements, Na, K, Rb and Cs are shown in fig. 3.6.

3.2.3 SEOP with Hybrid Alkali

Figure 3.6 shows that of all the alkali elements, Na and K have the largest spin exchange efficiency as compared to Rb and Cs. Therefore, it is sensible to pursue SEOP using Na or K alkali atoms. However, It is not yet possible to perform SEOP using Na because of the technological unavailability of 590 nm lasers at the D1 transitions of Na [177]. This leaves us with K and Rb. Direct pumping of pure K based cells is also difficult due to potential unwanted optical pumping of the K D2 line in the fine-structure [144]. Although at the level of 0.2 nm spectral width, 770 nm K D1 transition lasers have not yet reached > 100 W power levels, [144] found increased spin exchange efficiency using hybrid (K and Rb) alkali cells

---

In terms of neutron scattering and absorption, Na, K, Rb can be used due to small neutron scattering and absorption cross sections. For Cs, the scattering cross section is a little large.
Figure 3.6: Spin Exchange Efficiencies for Na, K, Rb, & Cs taken from [180]. The blue lines are calculated from [180] and the red data points are from [134]. The SEOP described in the thesis performed at $^3$He cell temperature of 200 °C so the efficiency curves shown in this plot have to be extrapolated at those temperatures. Nonetheless, the efficiency trends shown in this figure looks to match the efficiency at 200 °C.
and this has become the standard approach for polarizing $^3$He using SEOP for neutron spin filters [141, 144]. In hybrid SEOP, a Rb/K mixture cells are used with higher concentration of K as compared to Rb [140, 181]. The Rb is optically pumped based on the Rb D1 line. Alkali-alkali spin-exchange leads the K atoms to become polarized as well. Since K has a smaller spin relaxation rate than Rb, the K-$^3$He spin exchange of angular momentum is more efficient as compared to Rb [140, 181]. Taking into account the total hybrid alkali spin-relaxation rate $\Gamma_{Rb} + D \Gamma_K$, where $D = [K]/[Rb]$, the hybrid alkali spin-exchange efficiency becomes:

$$\eta_{\text{hybrid}} = \frac{(k_{SE}^{Rb} + D k_{SE}^{K})[^3He]}{\Gamma_{Rb} + D \Gamma_K}$$

which for large $D$, approaches $\eta_{SE}^{K}$ [140, 181]. This can be seen in the measurements of the spin-exchange efficiency for different concentrations of alkali mixture shown in fig. 3.7.

The reduction in loss from collisions in hybrid SEOP allows for an increased alkali density and thus, an increased polarization rate and furthermore, a large volume of $^3$He to be polarized. $D$ ratio between 2 and 7 is found to yield the best spin exchange efficiency [135, 141, 144]. For neutron based $^3$He cells, $D$ usually determined with relative peak intensities in white light absorption spectroscopy as well as monitoring optical pumping rate as a function of temperature [135, 141, 144].

### 3.2.4 $^3$He Relaxation Mechanisms

This section describes the mechanisms responsible for ‘relaxing’, i.e. depolarizing the polarized $^3$He. The primary mechanisms are the dipole-dipole relaxation, wall effects and field gradients.

[145] found that $T_1$ longitudinal polarization relaxation time, characterizes relaxation of $^3$He polarized along the direction of holding magnetic field is limited by the dipole-dipole interactions within $^3$He to $\frac{1}{T_1} = \frac{P}{807 \text{ hours}^{-1}}$, where P is pressure of the cell in bars. This relaxation, which occurs as $\exp(-t/T_1)$, has been verified for $^3$He cells with pressures of 2 to 12 bars [182]. For neutron spin filters made of GE180 glass, with pressures of ~1bar and polarized via Rb or K-Rb SEOP, $T_1$ of several hundred hours has been observed [141, 183,
Figure 3.7: Alkali polarization as a function of alkali mixture. Figure is taken from [129] with the original data in [140, 181].
184], and most likely attributed to formation of thin films of alkali coating the inner walls of the glass; suppressing wall relaxation [175].

A major limiting factor for a high achievable $T_1$ in a SEOP cell is the relaxation of polarized $^3$He with the glass cell walls. Yet, this effect is not fully understood despite being recognized since the very first SEOP $^3$He polarization experiment, where aluminosilicate glass yielded long relaxation times as compared to borosilicate glass [185]. Further studies have shown that $^3$He permeates the borosilicate glass whereas it adsorbs on the aluminosilicate glass [129, 186]. For aluminosilicate glass cells, longer $T_1$ time has been observed for cells kept at higher temperatures due to reduced adsorption on top of already negligible permeation [186]. This fact has led aluminosilicate glass based cells to become the standard for SEOP. For neutron beam based applications of $^3$He glass cells, this is incredibly useful because this avoids any attenuation of the neutron beam from possible boron content in the glass. It has also been found that tempered cells made from glass blowing, have been found to decrease $^3$He relaxation [141, 183, 184].

Strong holding magnetic fields and physical orientation of the cell relative to the holding magnetic fields have also been found to have an effect on $^3$He relaxation. [141] observed an order of magnitude decrease in $T_1$ with a holding field of 400 G. Interestingly, a “hysteresis” was observed, where once 10 G to 30 G holding fields were applied, the high $T_1$ time was recovered. They also observed that $T_1$ can change, preferring to increase for a certain cell orientation i.e. $^3$He cells prefers to polarize only in certain physical orientations.

The main culprit responsible for relaxation of polarized $^3$He in SEOP cells is presence of magnetic field gradients transverse to the holding field $B_0$, which causes the $^3$He polarization spins to precess non-adiabatically away from $B_0$ [187–192]. At room temperature and pressure, $P$ in bars, a useful relation for the relaxation rate caused by a field gradient, in units of hours$^{-1}$, is given by [193]:

$$\frac{1}{T_1} = \frac{6700}{P} \left( \frac{\sqrt{\nabla B_\perp}}{B_0^2} \right)$$

(3.14)

*Aluminosilicate glass is also resistant to alkali corrosion.*
where \( \left| \nabla B_\perp / B_0 \right| \) is the transverse gradient in the longitudinal magnetic field, in units of cm\(^{-1}\), assuming longitudinal polarization is along the z-axis [190]. For a 1 bar cell in a uniform gradient of

\[
\left| \nabla B_\perp / B_0 \right| \approx 3 \times 10^{-4} \text{ cm}^{-1}
\]  

(3.15)

the \(^3\text{He}\) polarization relaxation time, from the eq. (3.14), comes out to be about 800 hours\(^1\) [194]. This relaxation time is usually adequate for SEOP cells used in neutron based experiments and so the gradients listed in eq. (3.15) are usually the standards for developing magnetostatic cavities for providing the uniform holding magnetic fields for the polarized \(^3\text{He}\) cell. In conjunction with the need for low field gradients, space constraints, stray fields, and neutron spin transport magnetic field matching have also motivated the development of novel magnetostatic cavities for polarized \(^3\text{He}\) gas. magnetically shielded solenoids and coils are typically employed to achieve this. Magnetic shielding and uniformity is provided via high magnetic permeability materials like mu-metal. \(\cos \theta\) coils, double \(\cos \theta\) coils and Merrit coils [194–196], enveloped by mu-metal shielding, have been used recently to achieve gradients between \(6 \times 10^{-4} \text{ cm}^{-1}\) and \(2 \times 10^{-4} \text{ cm}^{-1}\), corresponding to \(^3\text{He}\) polarization relaxation times between nearly 600 hours and 4000 hours, respectively [135].

3.2.5 Limitations to \(^3\text{He}\) Polarization

The previous sections describe how polarizing alkali via optical pumping, making glass cells with long wall-relaxation times, making holding magnetic fields with low gradients, and utilizing hybrid alkali optical pumping for efficient spin exchange, should lead to very high \(^3\text{He}\) polarizations. In this section, the known systematic effects, which limit the maximum attainable \(^3\text{He}\) polarization are described.

There is an anisotropic spin exchange alkali-\(^3\text{He}\) interaction, caused by the long-range \(^3\text{He}\) nuclear magnetization,

\[
V \propto \vec{S} \cdot \vec{I}_{\text{He}}
\]  

(3.16)

\(^1\)This relation is only valid for when the \(\omega_{\text{Larmor}} \ll \frac{1}{\text{collision time}}\).
which polarizes the $^3$He nuclei as $P_{He} \propto -P_A$, and therefore, limits the maximum attainable $^3$He polarization as

$$P_{He,\infty} \leq 1 - \frac{3k_{S,I}}{2k_{hf}}$$ (3.17)

Here $k_{hf}$ is the rate coefficient due to the hyperfine interaction from eq. (3.7) and $k_{S,I}$ is the rate coefficient due to the anisotropic interaction [197]. A calculation of this interaction limits the maximum attainable $^3$He polarization to $P_{He,\infty} \approx 0.95$ for SEOP [174, 197]. So far, there have been no definitive measurements of anisotropic spin exchange contribution towards $^3$He polarization.

The second systematic effect, which limits the $^3$He polarization, is called the “X-factor”. Phenomenological studies of the spin exchange characteristic time, eq. (3.10), use the relation:

$$\frac{1}{\tau} = k_{SE}(1 + X)[A] + \Gamma_{wall}$$ (3.18)

where $\Gamma_{wall}$ is the room temperature relaxation rate [135, 144, 147, 157, 172, 176, 179]. This relation arises from the fact that the polarized $^3$He wall-relaxation rate has an excess term which increases exponentially as a function of temperature [135, 147, 157, 172, 179]. This term limits the $^3$He polarization to

$$P_{He,\infty} \leq \frac{1}{1 + X}$$ (3.19)

assuming full alkali polarization and neglecting $\Gamma_{wall}$. This “X factor”, has been verified experimentally for both pure and hybrid cells with large variations across many different cells [135, 144, 147, 157, 172, 176, 179]. This variation is what hints towards a possible temperature dependence, however the true cause of this effect is still unknown [135, 144, 147, 157, 172, 176, 179]. Direct measurements of the “X factor” have been performed by measuring the $^3$He relaxation in heated cells by parameterizing the “X factor” as a function of the ratio of the surface area of cell to cell volume [147]. They are shown in fig. 3.8. These measurements were consistent with the highest possible $^3$He polarization observed so far of 75% to 80% [179, 184, 198].
Figure 3.8: Characterization of the X factor for spherical glass cells (solid, red) and cylindrical glass cells (open, blue) as a function of the cell surface area to volume ratio. Figure is taken from [129] and the measurements were performed at NIST [147].
The third effect which can limit the $^3\text{He}$ polarization is the fact that the $^3\text{He}$ polarization is restricted by the spatial distribution of polarized alkali, especially when spin relaxation rates are negligibly small compared to spin exchange rates [129, 199]. Due to the high pressures used in SEOP, the diffusion of polarized alkali in the cell volume can be small, which means all regions of the cell must be illuminated by the laser for a useful SEOP. It is also important to characterize the spectrum of the residual transmitted light from the cell, verifying the depletion of D1 line laser light [181].

### 3.3 In situ Polarized $^3\text{He}$ Cell

As mentioned earlier in this chapter, polarized $^3\text{He}$ cells can be thought of as a neutron spin filter (NSF) with the purpose of either producing beams of spin-polarized low-energy neutrons, or analyzing the spin-polarized state of a neutron beam. [200]. The NSF’s ability to do this with near very good spin contrast comes from the spin dependence of the $^3\text{He}$ neutron absorption cross section [108, 170]. Other devices such as supermirrors [201] and Heusler crystals can also be used to provide near perfect neutron polarization and spin analysis [202]. However, the operation of these devices is highly dependent upon the angular divergence and wavelength of the neutron beam. In contrast, NSFs are advantageous because they allow for the spin polarization to be decoupled from these beam effects.

$^3\text{He}$ cells or NSFs are usually polarized by SEOP or MEOP in dedicated optical pumping stations in external laboratories [203]. After the $^3\text{He}$ cell is polarization, the cell is relocated to the neutron experiment in a portable magnetostatic cavity **. This ex situ deployment of polarized $^3\text{He}$ has a problem: The $^3\text{He}$ polarization undergoes exponential decay as soon as SEOP is turned off [203]. This decaying $^3\text{He}$ polarization will inhibit the $^3\text{He}$ cell’s efficacy as a NSF, making it useful only for a limited time [203, 204]. Afterwards, the cell must return to the external optical pumping station for repolarization [203, 204]. Since the neutron polarization and transmission are changing with the decaying $^3\text{He}$ polarization, the data analysis also becomes complicated. An in situ SEOP $^3\text{He}$ polarization system would

---

**Neutron beam polarimetry for former experiments at the SNS beamline 13 was performed using $^3\text{He}$ cells polarized off site.
keep the saturated $^3\text{He}$ cell polarization stable since the polarized $^3\text{He}$ would undergo SEOP continuously, and not decay. Recently, SEOP-based compact in situ polarized $^3\text{He}$ neutron spin filters have been developed to be utilized for neutron beam experiments at the Oak Ridge National Laboratory (ORNL) [203–206]. These systems can be deployed directly at the neutron beamline. In this section, the setup, assembly and performance testing of an in situ $^3\text{He}$ polarizer for the beamline 13A is described.

The design model for the in situ $^3\text{He}$ SEOP polarizer is shown in fig. 3.9a. It is designed so that the neutron beam will traverse through the sapphire beam portals without any interference with the SEOP components as indicated in the fig. 3.9b. Figure 3.10 shows the in situ system undergoing assembly and performance at the SNS laser laboratory. The main components of the in situ system are (i) the laser head and interlocked laser enclosure, (ii) the cell heating system (iii) the light optics and (iv) the magnetic field coil and shielding.

### 3.3.1 Cell Production

The $^3\text{He}$ cell used for this experiment is named “Soccer”. Soccer is made of aluminosilicate glass, GE180, as per the benefits mentioned earlier in this chapter. Soccer has an outer diameter of 7.58 cm and an outer length of 6.62 cm. Soccer is placed inside the oven of the in situ SEOP system such that the neutron beam goes along the length of the cell, as illustrated in fig. 3.9 and fig. 3.10. Soccer was made by the ORNL’s glass blowing workshop from GE180 stock. The cell was then installed on the SNS $^3\text{He}$ filling station [155]. It was filled with 0.8 bar of $^3\text{He}$ and 0.08 bar of N$_2$ at room temperature, making it ideal for long wavelength neutron beam polarization measurements. Soccer was built as a hybrid cell with a mixture of Rb and K.

The glass cell filling is based on the recipe developed by the $^3\text{He}$ polarization group at National Institute of Standards and Technology (NIST) [141]. For the first key step, a new cell is thoroughly cleaned prior to filling in order to remove impurities, which can cause a breakdown of SEOP [141, 155]. The glass cell stringer assembly is attached to the filling station, as shown in fig. 3.11, and alkali capsules are dropped into the end tubes, which are then sealed off. The cell is baked at 400 °C for two days. A turbo pump is used to pump on the baking cell until high vacuum ($\sim 10^{-9}$ Torr) is reached. The mass spectrum from
Figure 3.9: A CAD model of the in situ SEOP system with the major components highlighted.
Figure 3.10: The in situ $^3$He polarization SEOP system built for the neutron polarimetry experiment conducted in this thesis.
Figure 3.11: Schematic of the SNS $^3$He cell filling station. Figure taken from [155]
Residual Gas Analyzer is also monitored. The key during bake off is to remove any residual water content. After baking, the alkali metals in the capsules are boiled using a flame torch and slowly driven into the cell volume. The alkali mixture ratio is very important for hybrid SEOP as explained earlier in this chapter. A white light halogen lamp and a spectrometer are used to measure the relative intensity of the alkali D1 and D2 absorption lines to characterize the alkali mixture desired ratio. NIST has found the ratio of 1/7 to 1/20 for [Rb]/[K] to be ideal for high $^3$He density hybrid SEOP cells [141]. Soccer was filled with a 1 part Rb to 3 part K ratio because of its low $^3$He density.

After the alkali filling, the cell gets filled with $^3$He and N$_2$. The gas filling takes place with the filling station shown in fig. 3.11. It consists of a N$_2$ line, a ultra high purity (99.999%) $^3$He line. The cells are filled with N$_2$ first and then $^3$He. After filling, the cell is closed off from the filling station and separated using a flame torch around the stem of the cell to the stringer assembly. Care is taken to ensure no air leaks in during separation. The pressure in the stringer is recorded using the pressure gauges prior to tip off. Using a calibrated volume, the volume of the new cell is obtained. Thus, the final $^3$He pressure in the cell at room temperature is determined using the ideal gas law. The true cell pressure is determined later from neutron attenuation measurements.

### 3.3.2 Magnetostatic Cavity

As described earlier, the $^3$He cell needs to operate in a magnetic holding field in order to define a reference for the polarization. This holding magnetic field also must satisfy the low magnetic fields gradient requirements to prevent $^3$He relaxation. In the in situ system, the holding magnetic field is provided by the four-square coil configuration proposed in [195], a schematic of which is shown in fig. 3.12a. This four square coil geometry creates a uniform magnetic field for the cell by satisfying:

- ratio of the distance, $a$, from the center of the four coils to the inner pair of coils and, $d$, the side length of the coils as $\frac{a}{d} = 0.128$ [195].

- ratio of the distance, $b$, from the center to the outer pair of coils and, $d$, as $\frac{b}{d} = 0.505$ [195].
Figure 3.12: Merritt’s four-coil geometry proposed in [195]. (b) shows the finite element simulations of the magnetic field profile produced by the 4-coil geometry of the in situ system.
• ratio of the current in the inner coil pair, $I_{in}$, to that in the outer coil pair, $I_{out}$, is $\frac{I_{in}}{I_{out}} = 0.423$ [195].

Finite element simulations, as shown in fig. 3.12b, were performed to determine the best winding and current configuration to achieve low gradient magnetic field. For further uniformity and shielding from external fields, which can cause polarized $^3$He relaxation, a rectangular mu-metal magnetic shielding box is used to envelope the four-coil system. Figure 3.9 shows the a model of the four coils and the mu-metal shield inside the in situ enclosure. For the in situ system, the coil was wound with 18AWG wire, with 33 loops in each of the outer coils and 14 loops in each of the inner coils. The outer coils were connected in series with each other and powered to 2.4 Amps. The inner coils were also connected in series with each other and powered at 4.5 Amps. When fully powered, the magnitude of holding magnetic field produced by the full four-coil system along its longitudinal axis is 12.7 Gauss.

### 3.3.3 Oven and Heating System

The $^3$He cell must be heated in order to vaporize the alkali mixture inside the cell to initiate the SEOP process. Figure 3.9 shows the oven of the in situ system to accommodate the cell. The oven is made of Silicon based fiberglass, capable of 220 °C. All sides (except the top and bottom) of the oven have a fused silica windows, which are transparent to neutrons as well as the laser light. The cell is heated by compressed air coming from a heater, flowing in to the oven chamber via an inlet. The cell sits on a pedestal in the center of the oven.

The heater is operated via a PID controller which allows for monitoring and controlling of the heater’s steady state operation. The heater uses incoming compressed air from the facility at 50 psi and heats it with a 1000 W resistive cable, coupled with a flow feedback switch to ensure air flow. Oven temperature is monitored via two thermocouple sensors, one mounted directly on the oven wall.
3.3.4 Laser and Optics

The laser selected for in situ $^3\text{He}$ SEOP system is a 50 W 770 nm narrowband laser with a spectral linewidth of 0.2 nm for the D1 transition pumping of K. The laser operates at 47.5 Amp current and the internal laser diode and variable bragg grating are kept cool using a coolant based chiller. Laser head mounts directly to the in situ system as as shown in Figure 3.9. In order to optically pump the cell, the high-powered infrared light needs to be circularly polarized to match the D1 line of the alkali. This is done by the laser light going through a series of light polarizing optical components. These are shown in fig. 3.13.

As shown in fig. 3.13, a rotatable half-wave plate (HWP) and polarizing beam splitter (PBS) are used to linearly polarize and reflect the laser beam. The laser beam emerging from the laser head typically has an 80% linear polarization. By optimizing the half-wave plate rotation, the maximum intensity of the linearly polarized (s-polarized) light is reflected towards the $^3\text{He}$ cell by the PBS, while the low intensity (p-polarized) transmitted light is dumped into a light diffuser. The half wave plate optimization at low laser power is shown in fig. 3.14. This optimization was performed by placing a power meter in place of the diffuser and measuring the incident power as a function of half wave plate rotation. The figure shows that the maximum laser was reflected at 70° rotation. This half-wave plate setting ensures that the maximum intensity of polarized laser light is incident on the $^3\text{He}$ cell as well as the liquid crystal retarder.

The Liquid Crystal Retarder (LCR), acting like a quarter-wave plate, circularly polarizes the incoming linearly polarized laser beam. The LCR works by applying a voltage through the liquid crystal to alter the birefringence and hence inducing a polarization phase shift to circularly polarize the light. The LCR voltage was tuned to induce both the left-handed ($\sigma_-$) and right-handed ($\sigma_+$) circularly polarized light by measuring the laser polarization using an optical polarimeter. The best possible degree of circular polarization, 80.3% ($\sigma_-$) and 82.6% ($\sigma_+$), observed at LCR voltage settings, 3.13 V for ($\sigma_-$) and 2.17 V ($\sigma_+$), respectively, is shown in table 3.2. These LCR settings were used during the SEOP operation, 3.13V for polarizing $^3\text{He}$ parallel to the holding magnetic field and 2.17V for polarizing $^3\text{He}$ antiparallel to the holding magnetic field. Both the half wave plate and the LCR can be tuned remotely.
Figure 3.13: Setup of the laser optics used in the in situ SEOP system.
Figure 3.14: Optimization of the half wave plate at 5 A laser power. The trend shows the change in transmitted power as a function of the rotation of the HWP i.e. its birefringence.
Table 3.2: Measured degree of circular polarization of the laser from the liquid crystal retarder acting as a quarter wave plate.

<table>
<thead>
<tr>
<th>LCR Voltage [V]</th>
<th>Circularly Polarized Light Orientation</th>
<th>DOCP*</th>
<th>DOLP**</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.17</td>
<td>Left</td>
<td>80.47%</td>
<td>3.58%</td>
</tr>
<tr>
<td>3.13</td>
<td>Right</td>
<td>82.17%</td>
<td>4.28%</td>
</tr>
</tbody>
</table>

* Degree of Circular Polarization  
** Degree of Linear Polarization
The circularly polarized light goes through a series of vertical and horizontal plano-concave lenses to expand the beam spot size so that the entire $^3$He cell is illuminated. An Infrared light sensitive laser phosphor card was used to ensure the full coverage of the cell by the laser light. Even though the laser beam is being applied from one side to keep the system as compact as possible, a silicon wafer with a reflective coating was placed behind the cell to get double sided laser illumination on the cell.

Since the in situ system was to be operated at a beamline and not a designated laser laboratory, the laser must operate as a Class 4 embedded Class 1 configuration to comply with the safety guidelines of the SNS. The in situ system laser was interlocked with the side enclosure panels using limit switches. Tampering of the enclosure during laser operations would trigger the limit switches and the laser would be de-energized instantly. This feature ensures the safety of the personnel working in close proximity to the in situ system under a fault scenario. This feature also simplified the experimental setup, by eliminating the need for light tight barriers/curtains and laser safety PPE.

### 3.4 Characterization and Control of $^3$He Polarization

There are three widely used methods to monitor and manipulate the $^3$He polarization of $^3$He cells: Nuclear Magnetic Resonance (NMR) Spectroscopy [151, 207], Electron Paramagnetic Resonance (EPR) Spectroscopy [149, 151] and neutron transmission [208, 209]. For the in situ system, an NMR system capable of both Free Induction Decay (FID) and Adiabatic Fast Passage (AFP) techniques as well as an EPR system was built. This section will describe them and their use in performance testing of the in situ system.

#### 3.4.1 Nuclear Magnetic Resonance Spectroscopy

Technically, EPR and neutron transmission provide an absolute measurement of the $^3$He polarization. However, NMR can still be used as diagnostic tool for monitoring/manipulating the $^3$He polarization, spin up time and $T_1$ time as well as to measure the relative magnetic field gradients, albeit only to optimize the magnetic field environment rather than as an
absolute magnetometer. This section describes the FID and AFP NMR setup used in the in situ system.

**Free Induction Decay**

The relative $^3$He polarization is typically monitored by FID NMR [210, 211]. In FID NMR, a small pickup coil mounted on the $^3$He cell is used to apply a RF pulse to slightly tip the $^3$He spins off the Larmor precession. Then, the transverse component of the $^3$He precession relaxing back from the tip towards the longitudinal Larmor precession induces a signal in the pick up for detection. This signal shows the relaxing transverse precession as an decaying oscillation envelope characterized by, $T_2^*$, the transverse polarization relaxation time, given as

$$\frac{1}{T_2^*} = \gamma_3 \Delta B_0$$  \hspace{1cm} (3.20)

where $\gamma_3$ is the $^3$He’s gyromagnetic ratio and $\Delta B_0$ is presence of gradients over the portion of $^3$He polarization volume sampled by the coil. $T_2^*$ is representative of fluctuations in spin precession from magnetic-field inhomogeneities.

This magnetization measurement approach is mostly nondestructive since small tip angles are used from a pickup coil of size smaller than the cell [141, 207, 212]. $T_2^*$ is typically on the order of milliseconds, where longer $T_2^*$ means smaller magnetic field gradients, $\Delta B_0$ [141, 207, 212].

For the in situ system, the FID coil is a circular coil, about 1 inch in diameter, with 150 loops of 0.0093 inch diameter copper wire, taped to the cell. The total coil resistance is 2.6 $\Omega$. The coil applies a RF pulse of 1.5 ms duration and 10 V amplitude orthogonal to the holding field, $B_0$. The short pulse duration time is necessary for the diabatic field tipping process at the Larmor frequency of 41.16 kHz (12.7 Gauss). Otherwise, the $^3$He spins can get adiabatically locked to the tipping field plus holding magnetic field $B_0 + B_{RF}$ and lose their polarization. The tipping magnetic field leads to a transverse component in the polarization, which induces a voltage (FID signal) in the pickup coil at the rising and falling edge of the $B_{RF}$ pulse. The FID signal consists of the falling edge since there is a low chance of inducing a field gradient some time after $B_{RF}$ was applied, resulting in longer $T_2^*$. 
The FID setup is based on the technique by [212] and shown in fig. 3.15. The signal from the pickup coil is fed into a low pass filter with a transmission/receiver switch, with a high quality factor. Pick up coil is only active when the control software requests an FID signal to prevent a self oscillating circuit, which would degrade $^3$He polarization. The signal after the preamplifier gets fed into digital I/O card [National Instruments USB-6259] with a built-in phase lock-in amplifier. NI USB-6251 DAC board also generates reference frequency signal close to the $^3$He Larmor frequency via an internal phase locked loop. This reference frequency is used to determine the phase of the outgoing waveform signal. The reference frequency was set so the beat frequency of the outgoing signal and the reference signal was in the 100-300 Hz range. The frequency bin width is set at 1 µHz to prevent aliasing.

Table 3.3 shows the parameters used to optimize the FID NMR system. Figure 3.16 shows the raw FID response signal based the parameters in table 3.3. Figure 3.16a and fig. 3.16b shows the decomposed FID signal along with the fit based on:

$$f(t) = \frac{1}{2} V_{pp}sin(\omega_L t + \phi) \exp \left( -\frac{t}{T_2^*} \right)$$

(3.21)

where $V_{pp}$ is the peak to peak voltage caused by the spin precession tipping from the FID pulse and $\omega_L$ is the Larmor frequency and $\phi$ is the phase of the sinusoidal wave.

The key indicators from this fit are (i) $T_2^*$ time, which can be used monitor any variations in magnetic field inhomogeneities over time, (ii) the signal amplitude in [mV], which is used to monitor the relative change in $^3$He polarization over time, and (iii) the phase, which can be used to check for polarization inversion by for e.g. as AFP flip or any dephasing due to magnetic field gradients. fig. 3.16c shows the FFT spectrum of the FID response signal. The spectrum peak represents the beat frequency of the larmor precession of the $^3$He polarization and with respect to the reference frequency set by the lock-in amplifier. FFT spectrum can be used to check for sudden or unwanted changes the holding magnetic field, $B_0$. The integral of the FFT spectrum is also proportional to the $^3$He cell polarization, so if the absolute $^3$He polarization is well known, then the integral of the FFT can be used to monitor any changes in absolute $^3$He polarization. In NMR, response signal can be affected by what is known as radiation damping, where different precessions can generate a RF induced current in the coil.
Figure 3.15: Schematic of the NMR setup used in the in-situ SEOP system based on the digitization technique described in [212].
Table 3.3: List of parameters used for FID NMR on polarized $^3$He.

<table>
<thead>
<tr>
<th>FID Parameters</th>
<th>FID Parameter Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Larmor Frequency [Hz]</td>
<td>41160</td>
</tr>
<tr>
<td>Pulse Length [sec]</td>
<td>0.0015</td>
</tr>
<tr>
<td>RF Amplitude [V]</td>
<td>5-10</td>
</tr>
<tr>
<td>B-field [V]</td>
<td>2.07</td>
</tr>
<tr>
<td>Readout Time [sec]</td>
<td>0.08</td>
</tr>
<tr>
<td>Additional Mute Time [sec]</td>
<td>0.0025</td>
</tr>
<tr>
<td>Low pass filter [Hz]</td>
<td>1000</td>
</tr>
<tr>
<td>Signal Range [V]</td>
<td>0.1</td>
</tr>
</tbody>
</table>
(a) x-component of decomposed FID coil response. The units on y-axis are mV.

(b) y-component of decomposed FID coil response. Notice the $90^\circ$ phase shift with respect to the x-component. The units on y-axis are mV.

(c) Fast Fourier Transform of the FID coil response.

(d) A plot of R of FID response. The units on y-axis are mV.

**Figure 3.16:** FID response of the polarized $^3$He cell, Soccer. Red curve is the measured response and the blue curve is the fit.
causing the FID response to be damped [213]. It can also happen if the induced FID signal becomes in resonance with the coil. Figure 3.16d shows that $R = \sqrt{x^2 + y^2}$, where $x$ is the x-comp of FID and $y$ is the y-comp of FID. $R$ in addition to the FFT spectrum can be used to monitor any damping of the FID signal from noise.

Figure 3.17 shows that the application of a FID pulse sequence results in a relative $^3\text{He}$ polarization loss of $1 - \cos(\theta) = 0.33\%$ per 5 pulses, corresponding to a tipping angle of $\theta \approx 4^\circ$. Due to minimal losses in $^3\text{He}$ polarization from FID, this NMR monitoring can be utilized in parallel with neutron beam transmission data taking. Even though only a comparative $^3\text{He}$ polarization is extracted by the FID method, nevertheless, it is useful for monitoring the polarization buildup saturation time as well as the polarization decay ($T_1$ time) i.e. lifetime of the $^3\text{He}$ cell. In Figure 3.18, the characteristic time of the fit exponential is called the ”spin up time” i.e. the time it takes for $\frac{1}{e}$ population of $^3\text{He}$ to polarize. The curve plateaus off as time indicating $^3\text{He}$ cell polarization saturation. For an in situ system, because the $^3\text{He}$ cell is undergoing continuous optical pumping, this curve should saturate as function of time. In Figure 3.19, the characteristic time of this exponential is called the ”spin down time” or the $T_1$ time i.e. the time it takes for $\frac{1}{e}$ population of $^3\text{He}$ to depolarize. Although this time is irrelevant for in situ SEOP systems, courtesy of continuous in situ SEOP polarization, nevertheless, it showcases the longevity of a $^3\text{He}$ cell polarization in a holding magnetic field.

**Adiabatic Fast Passage**

In AFP NMR, an RF magnetic field, applied transverse to the static holding magnetic field of the $^3\text{He}$ cell, is swept such that it passes through the Larmor frequency of the precessing $^3\text{He}$ spins in the static magnetic field. Once the RF field sweeps beyond the resonance, the $^3\text{He}$ polarization is inverted [211, 214]. The RF frequency’s frequency sweep and amplitude are optimized to ensure a robust polarization inversion.

The primary usage of the AFP technique has been to invert the polarization of $^3\text{He}$ cells, to analyze polarized neutron beams or characterize the efficiencies of guide field or spin flipper components in neutron beam experiments. RF frequency techniques have been developed to perform AFP with high efficiencies. This section describes the AFP setup of the in situ system and the performance results on the polarized $^3\text{He}$ cell, Soccer. The
Figure 3.17: Measured loss in FID response signal after 5 consecutive FID measurements. FID response is in red and the fit is the blue curve.
Figure 3.18: Response of the FID from the $^3$He over a course of time during the SEOP operation. The red points are the measured value and the green curve is the exponential growth fit.
Figure 3.19: Response of the FID from the $^3$He over a course of time after the SEOP operation is turned off. The red points are the measured value and the blue curve is the exponential decay fit.
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digitally generated voltage waveform used to provide the frequency sweep as well as a coil pair used to create the RF magnetic field are described.

A sinusoidal waveform was used to create the required RF magnetic field. The linear frequency spread, $\omega(t)$, was set to sweep through the $^3$He resonance frequency from a range of $\omega_1$ and $\omega_2$, lasting a duration of $t_p$ in secs.

$$\omega(t) = \frac{|\omega_2 - \omega_1|}{2t_p} t + \omega_1$$

(3.22)

In order to ensure an adiabatic transition during the sweep, the amplitude of the sinusoidal wave is modulated with a Gaussian envelope for a rising and falling edge.

$$B_{RF}(t) \propto \exp\left(-\frac{[\omega(t) - \omega_L]^2}{\sigma^2}\right) \sin(\omega(t) \cdot t)$$

(3.23)

where $\omega_L$ is the $^3$He Larmor frequency and $\sigma$ parametrizes the frequency sweep width of the envelope [215]. Equation (3.23) is associated with any generic AFP frequency sweep and was tuned and optimized to work for the AFP requirements of this experiment.

Previous AFP studies of $^3$He cells in [216, 217] have shown that the maximum amplitude of the envelope should be no more than 10% of the magnitude of the holding magnetic field, $B_0$. [216, 217] have also shown that for a coil pair that produced a RF field over the required frequency range, $\Delta \omega = \omega_2 - \omega_1$, a Gaussian sweep with a FWHM of 10% of $\Delta \omega$ created the most efficient spin flips. This amplitude modulated frequency sweep will invert the $^3$He polarization, regardless of the RF field’s homogeneity, since it eliminates any high frequency noise in the the AFP pulse [218].

$\Delta \omega$ of the sweep depends on the variation in the the holding magnetic field magnitude. This means that the frequency sweep has to encompass a broad range of the $^3$He resonant frequencies arising from any longitudinal variation in $B_0$ across the $^3$He cell. $\Delta \omega$ can be widened to ensure that the AFP sweep has a small amplitude at the start and at finish of the sweep for the off resonance $^3$He frequencies and at the same time, a large amplitude for the $^3$He resonant frequencies to perform a robust spin flip. Testing in [217] have shown that a frequency range, $\Delta \omega$ of $\frac{\omega_L}{2}$ to $\frac{3\omega_L}{2}$, delivered the most efficient spin flips.
The in situ system has a built in rectangular coil pair used to provide the AFP RF field. The coils made of 18AWG (diameter = 0.0428 inches) copper wire and consist of 15 turns/coil. The total resistance of the coil pair is 0.5Ω and an inductance of 0.317 mH. The Q-factor as $\frac{\omega L}{R}$, where $L$ is the inductance and $R$ is the resistance, comes out to be 68, indicating the the RF coil pair is operating in the inductive regime with minimal power loss to impedance. This setup is shown in fig. 3.15. The $^3$He has a reduced gyromagnetic ratio of 3.24 kHz/G, therefore, the resonant frequency for the 12.7 G holding magnetic field created by the Merritt coil is 41.16 kHz. These frequencies were created with the same digital I/O card as used in the FID NMR. Using the IgorPRO programming package, a digital waveform generator, was used to to generate the AFP sweep waveform based on the parameters of desired AFP sweep. A frequency binning of 1 microhertz was used to avoid aliasing. This fine binning was possible because of the sampling rate of the digital I/O card used. The I/O card converts the digital AFP waveform to an analog waveform, which is sent to the AFP coil pair via a power amplifier set to a 50× gain. This setup is illustrated in fig. 3.15. The parameters shown in table 3.4 were used to generate an AFP pulse, shown in fig. 3.20, from the DAQ board as:

$$F_{AFP}(t_i) = V_{RF} \times \exp \left( -\frac{\left( f_{\text{min}} - R_{\text{sweep}} \times t_i - f_{\text{cent}} \right)^2}{f_{\text{FWHM}}^2} \right)$$

$$\times \sin \left( 2\pi \left( f_{\text{min}} + \frac{1}{2} R_{\text{sweep}} \times t_i \right) \times t_i \right)$$

(3.24)

where

$$t_i = \frac{f_{\text{max}} - f_{\text{min}}}{R_{\text{sweep}}} \frac{R_{\text{sweep}}}{t_{\text{step}}}$$

(3.25)

and the total time of the AFP pulse duration comes out to be:

$$t_{\text{total}} = \frac{f_{\text{max}} - f_{\text{min}}}{R_{\text{sweep}}}$$

(3.26)

There are two indicators that determine the performance of an AFP flip. The first is to determine whether the AFP has reversed the polarization of the $^3$He nuclei and the second
Table 3.4: List of parameters used for AFP NMR to invert the polarized $^3$He.

<table>
<thead>
<tr>
<th>AFP Parameters</th>
<th>AFP Parameter Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center Frequency [Hz]</td>
<td>41160</td>
</tr>
<tr>
<td>Frequency Sweep Rate [kHz/sec]</td>
<td>50-200</td>
</tr>
<tr>
<td>Freq. FWHM [Hz]</td>
<td>7000</td>
</tr>
<tr>
<td>Minimum Frequency [Hz]</td>
<td>$0.6 \times 41160$</td>
</tr>
<tr>
<td>Maximum Frequency [Hz]</td>
<td>$1.5 \times 41160$</td>
</tr>
<tr>
<td>Amplitude [V]</td>
<td>2.0</td>
</tr>
<tr>
<td>A0 timestep [sec]</td>
<td>$1 \times 10^{-6}$</td>
</tr>
</tbody>
</table>
Figure 3.20: Modulated RF pulse used for AFP based on the parameters in table 3.4.
is to measure the relative loss in $^3\text{He}$ polarization after an AFP spin flip sequence [212, 217]. The FID NMR described in the previous section was used to characterize the performance of the AFP flip sequence. The change of phase of the FID signal determines the relative polarization state of the $^3\text{He}$ analyzer cell. The polarized $^3\text{He}$ FID signal and spin inverted $^3\text{He}$ FID signal should show a difference in phase angle of 180° indicating that a change in $^3\text{He}$ polarization has taken place [212, 215]. The FID response measured from Soccer, before and after AFP pulse was deployed, is shown fig. 3.21. The before and after FID responses show a 180° change in phase, indicating a successful inversion of $^3\text{He}$ polarization from an AFP pulse.

The relative loss in $^3\text{He}$ polarization arising from performing AFP NMR was measured by recording FID signals before and after performing 10 consecutive AFP sweeps. The initial tests showed losses of 0.053% loss in $^3\text{He}$ polarization per flip. This loss is minimal and adequate for the in situ system.

When AFP is performed, the $^3\text{He}$ polarization becomes flipped with respect to the holding magnetic field. This means that the D1 transition is now from $m_s = -1/2$ and the circularly polarized light, $\sigma_+$ is no longer useful. As a matter of fact it will depolarize the alkali and hence, the $^3\text{He}$. Therefore, the LCR was adjusted to provide $\sigma_-$ D1 circular polarized light every time $^3\text{He}$ polarization was flipped with respect to $^3\text{He}$ and vice versa.

### 3.4.2 Electron Paramagnetic Resonance Spectroscopy

Electron Paramagnetic Resonance Spectroscopy is used as an additional diagnostic to characterize the $^3\text{He}$ polarization. EPR spectra is obtained by detecting the fluorescence from a polarized $^3\text{He}$ cell under the application of transverse RF magnetic field, which slightly changes the alkali polarization by sweeping through the alkali Zeeman resonances [151, 176, 219]. The polarized alkali serve as in situ comagnetometers of the classical dipole magnetization produced by the polarized $^3\text{He}$. The field experienced by the polarized alkali from the polarized $^3\text{He}$ is [151, 220, 221]:

$$B_{He} = \mu_{He} \kappa_{eff} [He] P_{He} \tag{3.27}$$
Figure 3.21: Inversion of $^3$He polarization in Soccer. Notice the $180^\circ$ phase change from (a) to (c) after the AFP pulse (b) is applied. Red curve is the measured response and the blue curve is the fit.
where $\mu_{He}$ is the $^3$He magnetic moment, and $\kappa_{eff}$ is defined as:

$$\kappa_{eff} = \kappa_0 + \frac{3}{8\pi} C - 1$$  \hspace{1cm} (3.28)

where $\kappa_0$ is a dimensionless proportionality factor [151] and $C$ is the constant for a cylindrical $^3$He cell [139] with radius, $r$, and length, $l$, like Soccer as:

$$C = \frac{8\pi}{3} \left( \frac{3}{2} \left( \sqrt{1 + \frac{r^2}{l^2}} - \frac{r}{l} \right) \right)$$  \hspace{1cm} (3.29)

The field $B_{He}$ produces an EPR frequency shift [151]:

$$\Delta \nu_{EPR} = \gamma_A B_{He} = \frac{\gamma_e}{2I_A + 1} B_{He}$$  \hspace{1cm} (3.30)

where $\gamma_e = 28$ GHz/T is the electron’s gyromagnetic ratio. This means that $^3$He can be extracted via the EPR frequency shift. $\kappa_0$ has been measured for alkali atoms and is shown in table 3.1 [129].

Since the alkali are also highly polarized and undergoing spin exchange with $^3$He, the EPR spectrum becomes proportional to the square of the RF magnetic field [151]. For small holding magnetic fields, this leads to a splitting between EPR levels arising from the second-order Zeeman effect in B [129] as:

$$x \frac{\gamma_e^2}{\Delta E_{hf}} B^2$$  \hspace{1cm} (3.31)

where $\Delta E_{hf}$ is the hyperfine splitting and

$$x = \frac{4(2m - 1)}{(2I_A + 1)^2} = \begin{cases} \frac{2}{3} & \text{for } ^{85}\text{Rb with } I_A = \frac{5}{2} \\ \frac{1}{2} & \text{for } ^{87}\text{Rb and K with } I_A = \frac{3}{2} \end{cases}$$  \hspace{1cm} (3.32)

In SEOP, the the hyperfine levels at play during EPR are $m=F_{max} \rightarrow F_{max} - 1$ and $F_{max} - 1 \rightarrow F_{max} - 2$, where $F_{max} = I_A + 1/2$ is the maximum angular momentum state of the alkali under D1 transition of alkali [129, 151]. The $F_{max}$ line is unperturbed, while
the $F_{\text{max}} - 1$ line is broadened from the spin exchange [222]. As mentioned earlier, even though the alkali excited to the P state are mostly quenched by $N_2$, a small fraction of them still decay by fluorescence. Thus, if the RF magnetic field tuned at the alkali resonance frequency induces a transition from $F_{\text{max}}, m=F_{\text{max}}$ to $F_{\text{max}}, m = F_{\text{max}} - 1$, then the number of the alkali atoms in $m = F_{\text{max}} - 1$, which can absorb light will be increased and hence, the fluorescence will increase [129, 151]. In practice, the D1 light of the laser dominates the D1 fluorescence emission of the $^3\text{He}$ cell. Therefore, alkali’s D2 transition emission is used to measure the EPR frequency shift as a function of RF frequency sweep. Since the EPR shift depends on the $^3\text{He}$ magnetization, AFP flip on $^3\text{He}$ polarization with respect to the magnetic field is performed to isolate the EPR frequency shift from other effects [151]. This gives double the EPR frequency shift due to the AFP flip.

The setup used for the EPR for the in situ $^3\text{He}$ system is shown in fig. 3.15. A function generator programmed digitally was used to create the modulated RF field. The RF field was applied to the $^3\text{He}$ cell by a circular coil, about the size of the $^3\text{He}$ cell, mounted on one side of the $^3\text{He}$ cell. The fluorescence from the $^3\text{He}$ cell was measured using a photodiode with a D2 filter placed along the exposed face of the $^3\text{He}$ cell. The signal from the photodiode was sent to the lock-in amplifier, as mentioned in the previous section, and referenced to the modulation frequency of the function generator. By scanning the RF frequency, the change in the measured photodiode intensity as a function of frequency was recorded. When the RF frequency sweeps through the EPR resonance frequency, the measured signal should reach the maximum and therefore, the EPR frequency can be extracted.

Unfortunately, after performing many sweeps and trying several parameters, a photodiode signal was not observed. Possible causes for this could be the presence of gradeints in the holding magnetic field, which can change the $^3\text{He}$ magnetization, change in cell temperature as the $\kappa_0$ has slight temperature dependence and can change $\Delta \nu_{\text{EPR}}$ by 0.14%/°C, or the $^3\text{He}$ density of the cell Soccer is too low to extract an EPR response. Further diagnosis of this problem need to be performed.
3.4.3 Neutron Transmission

There is a large neutron absorption cross section for $^3\text{He}$, which arises from a broad ($\Gamma=400$ keV), unbound, resonance ($J^\pi = 0^+$) located 650 keV below the neutron binding energy of the $^4\text{He}^*$ intermediate state, that yields a proton and a triton [223]. The reaction can be shown as:

$$n + ^3\text{He} \rightarrow ^4\text{He}^* \rightarrow t + p$$  \hspace{1cm} (3.33)

Furthermore, the ground state of $^3\text{He}$ wavefunction is dominated by the singlet state, in which the spins of the two protons negate due to the exclusion principle, and the $^3\text{He}$ nuclear spin is effectively given by the unpaired neutron [224, 225]. This leads to a strong spin dependence in the absorption cross section; 5333 barns for 25 meV neutron capture on $^3\text{He}$ with antiparallel spins and nearly zero for parallel spins [108]. The ratio of absorption cross section to the total reaction cross sections for this reaction has been found to be near unity with an error of less than a percent, indicating that absorption mechanism dominates the reaction [226] and non-resonant scattering cross section is small, measured to be 6 barns [109] ††.

Hence for an ideal 100% polarized $^3\text{He}$ cell, neutrons with spins antiparallel to $^3\text{He}$ polarization will get captured, while neutrons with spins parallel to $^3\text{He}$ polarization will transmit through the NSF. The resulting transmitted neutrons from the NSF will be 50% of the initial intensity and 100% polarized, with respect to the guide magnetic field. Subsequently, imperfect $^3\text{He}$ polarization will be inefficient in discriminating the neutron polarization as well as decrease the neutron transmission. The efficacy of the NSF can be changed by picking the cell thickness, i.e. the neutron opacity, based on the needs of the experiment. In addition to being spin dependent, the n-$^3\text{He}$ absorption cross section, is inversely proportional to the neutron wavelength as $\sigma_0/\lambda_0$ in units of $10^{-24}$ cm$^2$, hence longer wavelength (lower kinetic energy) neutrons require lesser opacities. For NSFs, opacity is adjusted by varying the pressure, $P$, in bars of $^3\text{He}$ (i.e. the $^3\text{He}$ number density, $n_{^3\text{He}}$, in units of cm$^{-3}$) and the length, $l$, in cm of the cell for a given neutron wavelength, $\lambda$, in Å.

††The neutron and $^3\text{He}$ capture can also undergo another reaction branch, $n + ^3\text{He} \rightarrow ^4\text{He} + \gamma$, but the cross section for this branch is in microbarns [227].
The opacity, \( \zeta \), can be written as:

\[
\zeta = -n_{He}l\sigma_0(0)(t) = 0.073 \text{ bar}^{-1} \text{ cm}^{-1} \text{ Å}^{-1} \cdot P \cdot l \cdot \lambda
\]  

(3.34)

Hence, the transmission of an unpolarized monochromatic neutron beam through an unpolarized \(^3\)He cell can be determined from:

\[
T_{unpol} = T_e e^{-\zeta}
\]

(3.35)

where \( T_e \) is the transmission through an empty glass cell, which for GE180 glass has been measured to be 88% ± 2% [209].

The \(^3\)He polarization can be defined \(\dagger\) as:

\[
P_{He} = \frac{n_{He}^\uparrow - n_{He}^\downarrow}{n_{He}^\uparrow + n_{He}^\downarrow} = \frac{n_{He}^\uparrow - n_{He}^\downarrow}{n_{He}}
\]

(3.36)

where \( n_{He}^\uparrow \) is the number density of spin up particles and \( n_{He}^\downarrow \) is the number density of spin down particles. The polarized \(^3\)He densities can be expressed in terms of \(^3\)He polarization as \( n_{He}^\uparrow = \frac{n_{He}}{2}(1 + P_{He}) \) and \( n_{He}^\downarrow = \frac{n_{He}}{2}(1 - P_{He}) \). If we now assume that \(^3\)He cell is polarized, then for an incident unpolarized neutrons, \( N_0 = N^\uparrow + N^\downarrow \), the neutron intensity from the transmission for the two neutron spin states through the polarized \(^3\)He cell is given by:

\[
N^\uparrow = \frac{N_0 T_e}{2} e^{-\zeta} e^{\zeta P_{He}}
\]

(3.37)

and

\[
N^\downarrow = \frac{N_0 T_e}{2} e^{-\zeta} e^{-\zeta P_{He}}
\]

(3.38)

Now, with the neutron polarization defined \(\S\) as:

\[
P_n = \frac{N^\uparrow - N^\downarrow}{N^\uparrow + N^\downarrow}
\]

(3.39)

\(\dagger\) Assuming no coherence between the two spin states.

\(\S\) Again, assuming no coherence between the two spin states.
the analyzing/polarizing, $P_{n}^{He}$, power of the $^{3}$He cell becomes

$$P_{n}^{He} = \tanh (\zeta P_{He}) \quad (3.40)$$

and the transmission of the unpolarized beam through a polarized $^{3}$He cell becomes:

$$T_{pol} = T_{unpol} \cosh (\zeta P_{He}) \quad (3.41)$$

Using the hyperbolic trigonometric identity, $1 + \tanh^{2} x = \sech^{2} x$, $P_{n}^{He}$ can be expressed as:

$$P_{n}^{He} = \sqrt{1 - \left(\frac{T_{unpol}}{T_{pol}}\right)^{2}} \quad (3.42)$$

This implies that, $P_{n}^{He}$, can be accurately determined with only a relative neutron transmission measurements through a polarized $^{3}$He cell [170, 208, 228]. Because of the wavelength dependence, neutron transmission measurements can be performed with either monochromatic beams or with the time-of-flight (TOF) analysis for pulsed neutron beams.

For an incident neutron beam of 8.9 Å and the Soccer cell parameters, the expected transmission and analyzing power analyzing of the cell soccer as a function of $^{3}$He polarization can be determined. This is shown in fig. 3.22. The figure illustrates two important features of polarized $^{3}$He based neutron polarimetry. First, the higher the $^{3}$He polarization, the higher transmission of unpolarized neutrons from a polarized $^{3}$He cell is expected. Secondly, the higher the $^{3}$He polarization, the higher the analyzing power of the $^{3}$He cell (i.e. the $^{3}$He cell can discriminate between two neutron spin states more efficiently and provide a better spin contrast.)

As part of the in situ system, $^{3}$He cell Soccer was placed in the unpolarized 8.9 Å monochromatic neutron beamline to characterize the $^{3}$He polarization as well as the analyzing power. The setup for the transmission of unpolarized 8.9 Å neutrons through the various configuration of $^{3}$He cell from eq. (3.41) and eq. (3.40) is illustrated in fig. 3.23. The measurement results are given in table 3.5. Based on these results, the fractional transmission of the unpolarized 8.9 Å neutron beam through an unpolarized Soccer cell, as stated in
Figure 3.22: The analyzing power, $P_{^{3}\text{He}}$, and transmission, $\frac{T_{\text{pol}}}{T_{\text{unpol}}}$, as a function of $^{3}\text{He}$ polarization for the cell Soccer with 0.8 bar pressure, 6.62 cm in length and an 8.9 Å incident neutron beam.
Figure 3.23: Transmission of unpolarized neutrons through $^3$He cell for the absolute determination of $^3$He polarization.
Table 3.5: Summary of the transmission measurements of 8.9 Å unpolarized neutron beam through the different configurations of polarized $^3$He cell for the setup shown in fig. 3.23.

<table>
<thead>
<tr>
<th>State</th>
<th>Beam Polarization State</th>
<th>Analyzer Polarization State</th>
<th>Neutron/s/MW</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_0$</td>
<td>Unpolarized</td>
<td>Not Present</td>
<td>4489</td>
</tr>
<tr>
<td>$T_{unpol}$</td>
<td>Unpolarized</td>
<td>Unpolarized</td>
<td>189</td>
</tr>
<tr>
<td>$T_{pol}$</td>
<td>Unpolarized</td>
<td>Polarized</td>
<td>263</td>
</tr>
</tbody>
</table>
eq. (3.35), was measured to be:

\[ T_{\text{unpol}} = 0.042 \]  \hspace{1cm} (3.43)

From eq. (3.41), the ratio of the transmission of unpolarized neutrons through an polarized Soccer cell to the transmission of unpolarized neutrons through a unpolarized Soccer cell was found to be:

\[ \frac{T_{\text{pol}}}{T_{\text{unpol}}} = 1.39 \]  \hspace{1cm} (3.44)

From this, eq. (3.41) was used to determine the fractional absolute \(^3\)He polarization as:

\[ P_{\text{He}} = 0.27 \]  \hspace{1cm} (3.45)

and subsequently, eq. (3.40) was used to extract the fractional analyzing power of Soccer cell as:

\[ P_{n}^{\text{He}} = 0.70 \]  \hspace{1cm} (3.46)

Once absolute \(^3\)He polarization of the Soccer cell is determined from neutron transmission, it can be used as a reference to calibrate NMR-based relative \(^3\)He polarization measurements of \(^3\)He cells with typical accuracy of a few percent \([141]\). This method is used extensively in the next chapter, therefore, a more detailed overview and results will be presented there.

Now that the \(^3\)He in situ system has been described, the next chapter will focus on the experimental setup and subsequent measurements to check for neutron polarization loss from the nEDM@SNS cryomagnet using the in situ system for neutron spin analysis.
Chapter 4

Neutron Polarization & Transmission Measurement

The nEDM@SNS experiment will employ the Magnetic Field Module (MFM), as described in chapter 2, to provide the required magnetic field environment for the nEDM@SNS experiment[83]. As shown in fig. 2.7, the nEDM MFM along with the accompanying cryostat (both of which from henceforth will be referred to as the combined cryomagnet) is made of several concentric nested vessels [83]. As shown in fig. 4.1, the monochromatic polarized neutron beam will traverse the nEDM cryomagnet system from the thin metal beam windows on the outer vacuum can and the inner magnet volume, through the superconducting Pb and then through the low-cobalt high permeability Metglas before entering the central detector volume [83]. Since the nEDM@SNS experiment requires the use of polarized neutrons, both the polarization and the transport efficiency of the neutron beam as it passes through the cryomagnet should be maximized to optimize experiment’s sensitivity reach as shown in eq. (1.18) [83]. Therefore, any mechanisms that can lead to beam polarization and beam intensity loss must be characterized and understood. This chapter describes a series of necessary polarization and transmission measurements to do so.

The objective of these measurements was to determine the neutron polarization loss and transmission of each of the windows, especially Metglas, in a magnetic field environment similar to the actual nEDM experiment [83]. The primary concern was that the presence of microscopic magnetic domains in the Metglas and the fact that both Pb and the Metglas
**Figure 4.1:** Overview of proposed neutron polarization and transmission measurement for nEDM@SNS experiment at Beamline 13A. The cryomagnet shown has a vertical height of 3.6 m and a diameter of 3.05 m.
layers can act as current sheets causing diabatic transition in magnetic field, may lead to
depolarization of neutron beam [83]. Polarization measurements through Pb samples for
4 Å neutrons were performed by [229] and show strong evidence of magnetic flux trapping,
but indicate a reasonable polarization transport. Furthermore, initial testing on Metglas
samples were performed at SNS as well as the LENS facility at University of Indiana in 2014
and results indicated relatively minor polarization loss (∼10% polarization loss for 8.9 Å
neutrons) [230]. Even though these initial measurements indicate a small depolarization, this
was attributed to the magnetic fields escaping out of the small foils from the strong applied
vertical holding field these measurements were conducted in [83, 230]. Since simulations of
neutron spin orientation undergoing diabatic transition require knowledge of orientation and
density of magnetic domains and surface current densities of the materials, it is difficult to
determine the grain structure and current densities in Pb and Metglas foils. Therefore, the
neutron polarization loss through the beam windows has to measured experimentally in the
nEDM cryomagnet’s geometry and magnetic field environment.

This chapter describes the construction of a new beamline, extending from the SNS
beamline 13A, to perform the polarization and transmission experiment. Initial neutron
flux characterization and dosimetry simulations will be presented. This will be followed by
measurements of neutron beam polarization using the in situ polarized $^3$He spin analyzer
described in chapter 3. Lastly, the transmission measurements of the nEDM cryomagnet
neutron beam windows using small angle neutron scattering beamline at HFIR will be
presented as well.

4.1 Neutron Source

The SNS produces neutrons via spallation by bombarding 1 GeV proton pulses onto a
mercury target at a repetition rate of 60 Hz with time-averaged proton power of about 1.7
MW [231]. The high energy (∼MeV) neutrons produced get moderated by a liquid hydrogen
moderator down to ∼meV neutrons. Neutron guides are used to transport neutrons from
the ports of the moderators to the individual neutron beamline instruments [231].
The nEDM@SNS experiment will use polarized monochromatic 8.9 Å neutrons. Therefore, the polarization and transmission measurements described in this experiment will also need to be performed with polarized monochromatic 8.9 Å neutrons. The SNS beamline 13 is equipped with neutron monochromators to provide such neutrons [231]. As shown in fig. 4.2, 13A utilizes two Alkali-intercalated Graphite crystal monochromators, located 6.5 m downstream from the moderator, to select 8.9 Å neutrons. The first monochromator is a type-I (lattice structure A-B-B-A) potassium intercalated graphite [232, 233], consisting of 24 crystals forming a mosaic, each having dimensions 20 mm x 45 mm for a total area of 120 mm x 180 mm [231]. It intersects the full beam (100 mm x 120 mm) and reflects neutrons of 8.9 Å with a Bragg angle of 56° with respect to the initial beam, as well as λ/n wavelengths with lower intensity [231]. The second monochromator is a type-I rubidium intercalated graphite crystal consisting of 35 crystals, each having dimensions 20 mm x 45 mm for a total area of 140 mm x 225 mm [231]. The second monochromator reflects the 8.9 Å beam 113° with respect to the initial beam [231]. In between the two monochromators are two graphite filters to remove the unwanted λ/n wavelength neutrons, one oriented to reflect 4.45 Å (λ/2) and the other 2.97 Å (λ/3) neutrons [231]. The mosaicity of the first monochromator, 3°, matches the divergence from the upstream guide and the mosaicity from the second monochromator, 5°, cancels out any first order beam divergence from the first monochromator, allowing the output beam to have the same divergence as the upstream neutron guides [232, 233]. BL13A continues downstream after the monochromators with an 8 m expanding half ellipsoid neutron guide [231]. The beamline opens up inside the beamline 13 shielding enclosure with a rectangular opening cross section of 20 cm x 30 cm [231].

The SNS is a pulsed source, emitting neutrons repeatedly at 60 Hz, which allows for the determination of the neutron velocity/wavelength spectrum by measuring the neutron time of flight from the face of the moderator at fixed locations downstream of the moderator. Since there are neutrons of four discrete velocities coming from beamline 13A (444.5 m/s, 888.9 m/s, 1333.9 m/s and 1778 m/s corresponding to 8.9 Å, 4.45 Å, 2.97 Å and 2.225 Å respectively), there is possibility of frame overlap of neutrons i.e. 888.9 m/s and 1333.9 m/s neutrons from different pulse frames overlapping with the arrival time of 444.5 m/s neutrons at distances downstream of the moderator. Figure 4.3 illustrates this effect for BL13A. Frame
**Figure 4.2:** A schematic diagram of the monochromatic neutron beamline 13A. The red arrows show the direction of neutron propagation. The label "UCN Guide" refers to beamline 13A.
Figure 4.3: Multi-pulse time of flight schedule of neutrons from BL13A as the flight path of neutron increases. The curves represent velocities of 8.9 Å, 4.45 Å, 2.97 Å and 2.225 Å neutrons.
Overlap choppers can be used to isolate desired wavelength of neutrons. These choppers are rotating disks made of neutron-absorbing material with a "pizza-slice" shape cut out. If these choppers are placed at a distance from the moderator and their rotation is phased to the neutron pulse frequency (for e.g. 60Hz), then only neutrons of a particular wavelength (those that arrive when the "pizza-slice" cut is aligned with the beam) will be transmitted. BL13A has one frame overlap chopper at 5.5m from the face of the moderator.

The chopper has an opening angle of $131^\circ$ so $\frac{131^\circ}{360^\circ} \times \frac{1}{60 \text{ Hz}} = 6.06 \text{ ms}$. This is the the full acceptance width of chopper1 in time of flight. With the chopper opening is offset from the guide, the 6.06 ms acceptance window is centered at 8.333 ms, half the time of the 16.67 ms frame. This acceptance will allow neutrons of arrival time within the range of 5.3 ms (8.33 ms−6.06ms) to 11.36 ms (8.333 ms+6.06ms). At 5.5m, the arrival times of 2.225 Å (1777 m/s), 2.97 Å (1331 m/s) and 4.45 Å (888 m/s) neutron are 3.1 ms, 4.13 ms and 6.19 ms, respectively. The 2.225 Å (3.1 ms) and 2.97 Å (4.13 ms) miss the acceptance window since 3.1 ms and 4.13 ms are less than 5.3 ms but the 4.45 Å do not, 6.19 ms is greater than 5.3 ms. A time of flight delay needs to be applied, so the chopper can block out the 4.45 Å neutrons, otherwise, they will cause a frame overlap with 8.9 Å neutrons as the flight path of neutron increases. This is shown in fig. 4.3. With the delay of 5.3 ms, to the no delay center of acceptance of 8.333 ms, the new center of acceptance is at 13.63 ms and the leading edge becomes 10.60 ms(13.63 ms−6.06ms) and the lagging edge becomes 16.67 ms (13.63 ms+6.06ms) and the 4.45 Å get blocked by the chopper. Now, all of wavelength orders will miss the acceptance set by chopper with a 5.3 ms phase delay, except 8.9 Å. Figure 4.4 shows the time of flight pulse schedule with the chopper delay of 5.3 ms and the subsequent wavelength acceptance band of only 8.9 Å, shown in fig. 4.5. The reason why the delayed acceptance center is set at 13.36 ms is partly historical as well. The flux characterization measurement of BL-13A in 2010, prior to proposal of this experiment, used a delay of 5.3 ms. The time of flight sequence described above was used to define the full 16.67 ms time of flight frames for the 8.9 Å neutrons, as shown in fig. 4.6, for the subsequent measurements.
Figure 4.4: Simulated single neutron pulse time of flight schedule for chopper set to 5.3 ms delay to transmit 8.9 Å neutrons. The chopper acceptance is shown in red and the neutron velocity acceptance is shown in blue.
Figure 4.5: Simulated neutron transmission spectrum for chopper set to 5.3 ms delay.
Figure 4.6: Simulated multiple neutron pulse time of flight schedule for chopper set to 5.3 ms delay to transmit 8.9 Å neutrons. The chopper acceptance is shown in red and the neutron velocity acceptance is shown in blue.
4.1.1 Beamline 13A Flux Measurement

Prior to the polarization and transmission measurements, the initial neutron flux from the currently existing 13A neutron guide was measured to verify the operation of the monochromators. The previous 13A flux measurement was performed in 2010 [231], therefore, it was crucial to once again verify the health of the monochromators before the polarization and transmission measurement was commenced in 2022. Any decrease in neutron flux will indicate possible degradation of the monochromator’s performance and/or any of the beamline neutron guides. This section reports on the 13A flux measurement performed in June 2022. The measurement setup, the results and their implication for the polarization and transmission measurement are discussed.

Measurement Setup

A calibrated n-\(^3\)He low efficiency proportional detector (LND 2232/NIM) was mounted on Al-80/20 support stand and placed after a 1 cm Lithium aperture on the guide exit, giving a total neutron flight distance of 16.04 m from the face of the moderator to the detector. The detector pulse height spectrum was calibrated with a 20 mCi \(^{252}\)Cf source prior to the measurement. The output from the detector was fed into a pre-amplifier. Both the detector and the pre-amplifier were powered using a NIM crate. The detector had an operating voltage of 800 V. The existing BL13A guide had a 2 inch neutron beam window in front of the 30 cm x 20 cm guide terminal. A lithium aperture with an opening area of 4.28 cm\(^2\) was installed on the guide window. This was done to prevent saturating the neutron detector with a high count rate.

The data collection flowchart is shown in fig. 4.7. The output from the pre-amplifier was fed into a Single Channel Analyzer (SCA). The SCA had a lower level (LL) of 2 V and a window of 2 V. If the signal from pre-amp fell within the window set between the LL and UL, then the SCA would discriminate on the pre-amplifier analog output and produce a TTL pulse to be sent to the SNS Neutron Event Distributor (nED) DAQ for counting. nED DAQ system was also taking the Real Time Data Link (RTDL) proton beam T\(_0\) trigger signal (Event 39) to time synchronize the logic pulses coming from the SCA. The nED DAQ
Figure 4.7: Data acquisition setup for June 2022 13A Flux Measurement
system packed the data into HDF5 data structures and uploaded it to the cloud stream for data analysis.

To start the measurement, the monochromator was lowered into the beam path at the nominal position. This was done via the BL13 FIDO motor control box, which operates the stepper motors that control the crystal's motional degrees of freedom. Only the first linear motor, which vertically translates the monochromator into the beam path, was utilized. There are motors which control the crystal's tilt and rotational degree of freedom but those were kept at their previously optimized settings.

**Analysis and Results**

As shown in fig. 4.3, there is frame overlap present from $\lambda$ and $\lambda/2$ neutrons at the location of the detector (16.04 m). BL-13A chopper was utilized in this flux measurement to prevent frame overlap. Figure 4.8 shows the time of flight spectrum with the chopper parked at the fully open position. The figure shows the four neutron wavelengths harmonics at the detector location according to their expected time of flight per frame with 100 $\mu$s time bin. The multi-pulse schedule in fig. 4.3 shows that at the detector location, the 8.9 Å and 4.45 Å, have approximately same arrival time. As shown in fig. 4.8, the dominant peak around 3000 $\mu$s is the 8.9 Å peak and the visible shoulder, around 2000 $\mu$s is the frame overlapping 4.45 Å peak. The peak at around 12000 $\mu$s is the 2.97 Å peak and the low intensity peak at around 8000$\mu$s is the 2.225 Å peak. To separate out the 8.9 Å neutrons from the 4.45 Å neutrons, the chopper was operated at the 5.3 ms phased time delay. Figure 4.9a shows the isolation of the 8.9 Å neutrons from the higher orders with a chopper delay of 5300 $\mu$s and fig. 4.9b shows the isolation of the higher orders with a chopper delay of 12800 $\mu$s. The time of flight spectrum in fig. 4.9 was analysed to obtain a neutron flux spectrum as a function of wavelength. To do this, first step was to add the 16667$\mu$s frames to the wavelength orders according to their arrival time, as shown in fig. 4.10, to obtain an absolute time of flight spectrum. The 8.9 Å neutrons arrive in the third frame, therefore, 33334 $\mu$s (two frames after $T_0$) were added to their arrival time. The 4.45 Å neutrons arrive in the second frame, therefore, 16667 $\mu$s (one frame after $T_0$) were added to their arrival time. The 2.97 Å and 2.225 Å arrive in the first frame.
(a) linear-linear axis

(b) log-linear axis

**Figure 4.8:** 13A time of flight spectrum with chopper fully parked open.

(a) Chopper phase delay of 5.3 ms to isolate the $\lambda$ neutrons.

(b) Chopper phase delay of 12.8 ms to isolate the $\lambda/2$, $\lambda/3$ and $\lambda/4$ neutrons.

**Figure 4.9:** 13A time of flight spectrum with chopper running at select phases to isolate the first order peak from the higher orders.
(a) 33334 μs added (two frames after $T_0$) for $\lambda$  
(b) 16667 μs added (one frame after $T_0$) for $\lambda/2$  

**Figure 4.10:** 13A time of flight spectrum with addition of the respective 60Hz frames to get the absolute time of flight in bin width of 100 μsec.
The neutron time of flight was converted to neutron wavelength using the relation:

\[ \lambda = \frac{h \cdot t}{m_n \cdot L} \]  

(4.1)

where \( \lambda \) is the neutron’s wavelength in m, \( h \) is the Planck’s constant, \( m_n \) is the neutron’s mass in kg, \( t \) is the neutron’s time of flight in seconds and \( L \) is the neutron’s flight distance from the moderator to the detector in meters. This is shown in fig. 4.11a. Prior to the measurement, the efficiency of the neutron detector was measured to be \( 7.5 \times 10^{-5} \) counts/neutrons at 1 Å. This efficiency scales linearly with the reciprocal of the neutron velocity at longer neutron wavelengths. This efficiency plus the area of the aperture, 4.28 cm\(^2\), were used to convert the histogram in fig. 4.11b from counts per time bin to neutrons per cm\(^2\) per time bin in fig. 4.11c. The normalization with respect to proton power was done to take into account any accelerator power drop or any proton pulse drops. The charge per proton pulse is measured by the SNS and included in the instrument data acquisition for normalization of neutron flux to the total or per pulse incident protons [234]. Given the energy of the pulsed proton beam is 1 GeV, the proton charge was converted to beam power as:

\[
\text{Proton Charge} \times \frac{1[\text{C}]}{1 \times 10^{12}[\text{pC}]} \times \frac{1000.0[\text{MeV}]}{1[e]} \times \frac{1[\text{J}]}{1[\text{C} \cdot \text{V}]} \times \frac{1[\text{MW} \cdot \text{sec}]}{1[\text{MJ}]} 
\]  

(4.2)

From this, fig. 4.11c was normalized to obtain fig. 4.11d, the neutron spectrum per any proton beam power. The neutron flux spectrum as a function of wavelength from 2010 and 2022 measurements is shown in fig. 4.12.

Discussion

Figure 4.12 shows that the 13A monochromator is reflecting the same wavelength of neutrons in 2022 as it did in 2010. The exception arises when one compares the peak intensity for the four neutron wavelength orders. The 8.9 Å neutrons, have a lower peak intensity in 2022 from 2010 while the higher order neutrons are showing a high peak intensity in the 2022 measurement as compared to 2010 measurement. This change in intensity for 2022 flux in the different orders of neutron wavelengths can be caused by monochromator crystal
(a) 13A spectrum normalized to efficiency of neutron detector as well as the area of aperture.

(b) 13A spectrum normalized to efficiency of neutron detector as well as the area of aperture.

(c) 13A spectrum normalized to wavelength bin width.

(d) 13A spectrum normalized to the SNS proton beam power.

Figure 4.11: Normalization procedures for analysis of the BL-13A neutron flux measurement.
Figure 4.12: Measured 13A Flux spectrum as a function of neutron wavelength.
orientation misalignment or degradation of the monochromator crystal lattice intercalation spacing or the change in the moderator spectrum as compared to 2010.

Previous measurements with the (LND 2232/NIM) were used to look at the instantaneous count rate for dead time. They indicated minimal dead time at better than 30 kHz instantaneous rate. The apparent dead time is non-paralyzing, with a dead time constant of about 2.6 µs, leading to negligible loss in counts at the peak.

Despite the increase in intensity of the higher order wavelength neutrons, the first order peak intensity is of primary relevance for the polarization and transmission measurement. During the polarization and transmission measurement, BL13 chopper at 5.5 m from the moderator will need to be operated to eliminate the frame overlap from higher order neutrons and only transmit the 8.9 Å neutrons. Despite the reduced intensity of the 8.9 Å neutrons as measured in 2022, this intensity was still sufficient to provide the expected statistical sensitivity of polarization and transmission measurement. Based on this, it was deemed that the polarization and transmission measurement should proceed forward.

4.1.2 Beamline 13-A Flight Tube

For the polarization and transmission measurements, a neutron flight tube made of an 10 inch diameter aluminium pipe* was constructed to extend the flight path of the monochromatic neutrons from the existing end of the beamline-13A guide, inside the beamline 13 enclosure, to the external building 8713, where the nEDM@SNS cryogenic magnet was set up. This configuration is illustrated in fig. 4.13. The polarization and transmission measurement does not require high statistics and therefore, does not require a high flux beam. It was determined that a neutron flight tube, rather than a neutron guide, would be sufficient for providing neutrons for the PT measurement †.

---

*Standard Aluminium pipe is cheap and commercially available.
†Neutron guides are very expensive and if needed for this measurement, would compound the nEDM@SNS project budget
Figure 4.13: A CAD rendition of the polarization and transmission measurements. The figure shows the flight tube extending from the BL13 enclosure into building 8713, where the cryogenic magnet resides. The upstream and downstream barriers are where the polarimetry components will be setup for the polarization and transmission measurements.
Dose Analysis

Because the flight tube for the polarization and transmission measurement is an extension beyond the radiological sheilding enclosure of BL13A, dosimetry analysis and measurements were needed in order to identify possible personnel safety and radiation shielding requirements. One of the important steps to commission a new beamline at the SNS is that the dosimetry analysis must indicate that the dose levels are less than the SNS unposted area limit of 0.25 mrem/hr. This analysis then undergoes a SNS facility wide safety review to obtain approval for beam operations. The majority of the radiation during the polarization and transmission measurement comes from the interaction of neutrons with materials along the flight tube geometry. As stated in [231], the BL13A neutron beam is comprised of 8.9Å neutrons as well as λ/n secondary wavelengths from the monochromator. Skimming of the diverging neutron beam is essential for preventing neutron capture on flight tube components. Furthermore, any unavoidable sources of neutron or gamma radiation must be shielded with materials such as lead, borated/lithiated shielding and stainless steel.

The section of the flight tube inside the beamline 13 enclosure was lined with borated shielding material on the inner face of the tube. The shielding material had a high concentration of $^{10}$B for absorption of diverging neutrons from the beam guide, preventing scattering and activation off of the Aluminium pipe and hence, reduce radiation. The flight tube outside the beamline enclosure was also made up of an aluminum pipe with five Li$_2$CO$_3$ skimmers to reduce the beam size to 5 cm in radius as well as prevent the diverging beam from creating radiation.

Monte Carlo computational programs, were utilized to sample and model both beam transport behavior and particle interaction in materials and identify radiation shielding requirements. The initial beam behavior and collimation was modeled using McStas, a Monte Carlo neutron ray-tracing program [235]. By treating the sampled neutrons as “ray traces” that can reflect and transmit from materials, the beam areal distribution, neutron time of flight and spectral neutron flux were modeled. This was used to optimize the collimation of the beam. All radiation and material interactions modelling was performed with MCNP6, based on the Monte-Carlo method with continuous-energy material cross sections [236].
A 3D model of the BL-13 enclosure with the polarization and transmission experiment as well as the neighboring Nab experiment were built in the program for accurate radiation transport and shielding calculations. The schematic layout of the proposed neutron polarization and transmission measurement as shown in fig. 4.13 was used to develop the geometry in MCNP6 for the dose calculations. The polarizer model was developed in MCNP6 by constructing a box with the polarizer dimensions. The box was filled with boron oxide, the primary absorbing material, with a tuned density to match a 30% neutron transmission by taking into account the loss mechanisms described above. The “polarizer” is enclosed around its length with steel to mimic the actual encasing of the box. After the polarizer, the neutron beam enters a spin flipper region, which is modeled as a double sided 5 mm thick sheet of Al. The nEDM cryogenic magnet is made of several concentric layers of cryogenic, superconductive, electrically insulating and non-magnetic materials. The neutron beam traverses the nEDM cryomagnet via thin metal beam windows made of Aluminum on the vacuum can and thermal shielding, then superconducting Pb, then low cobalt Metglas and towards the central volume. The 3 outermost layers consist of Al 6061 concentric cylinders which make up the vacuum and thermal shielding. Space between these layers is filled with $10^{-7}$ Torr air and $10^{-1}$ Torr He. The 3D model developed for Nab dosimetry studies was utilized as well to check for effects of the operations of BL13A during the Nab operation and the effects of the operation of Nab experiment towards the 13A polarization and transmission measurement. The main modifications in the Nab 3D model code were the inclusion of the flight tube and the hole in the labyrinth wall to accommodate the flight tube extension.

In these calculations, 2 MW average proton delivery power was assumed. BL-13A utilizes two Alkali-intercalated graphite monochromators to select 8.9 Å neutrons [231]. The measured spectrum of neutrons from the monochromatic BL-13A is shown in fig. 4.12. A radially uniform source, a planar disk source with flat areal distribution, of 8.9 Å neutrons was created inside MCNP6 to mimic the beam profile from BL-13A. The source is the average flux density taken from the central portion, radius of 7.62 cm, of the measured 2D beam flux as shown in fig. A.3 of appendix A. Only the neutrons from the central portion will be utilized for the measurement since there will be an initial lithium collimator at the end of the existing guide to capture the neutron flux in the corners in fig. A.3 of appendix A. The
initial number of neutrons used in the source was calculated as shown in eq. (4.3):

\[
7.24 \times 10^5 \frac{\text{neutrons}}{\text{Å} \cdot \text{cm}^2 \cdot \text{MW} \cdot \text{s}} \times 0.5 \times 2.0 \text{ MW} \times \pi (7.62 \text{ cm})^2 = 1.3206 \times 10^8 \frac{\text{neutrons}}{\text{s}} \quad (4.3)
\]

By using the measured spectrum in [231], the energies of the neutrons was set to include the 8.9 Å as well as the \(\lambda/2\) and \(\lambda/3\) neutrons with spectral ratios of 89.5%, 13.0%, 0.5% and 0.01% for 8.9 Å, 4.45 Å, 2.97 Å and 2.225 Å, respectively. Beam divergence was included, where neutrons were emerging with a cone angle of 2.52° perpendicular to the source plane. For the Nab geometry, the source was taken to be the full cold neutron beam spectrum coming from BL-13B.

Figure 4.14 shows that the calculated dose rate was less then 0.25 mrem/h, the SNS unposted area limit, outside the BL13 enclosure, eliminating the need of extra shielding. The calculations of the radiation fields for the polarization and transmission experiment on BL-13A and worst-case study simulations were also performed. The BL13 shielding enclosure was designed to keep the dose rates outside the enclosure below 0.25 mrem/h for the operation of BL-13A and BL-13B at proton beam power of 2 MW. The enclosure fulfills this requirement since MCNP6 dosimetry calculations show that gamma and neutron dose rates outside the cave walls are less than the 0.25 mrem/hr in all possible scenarios. The calculations also indicated that no area accessible to personnel has a dose rate that exceeds 0.25 mrem/hr. This led us to conclude that it is not necessary to include extra shielding other than the currently existing BL-13 enclosure and flight tube with borated shielding.

### 4.2 Neutron Polarimetry via Polarized \(^3\text{He}\)

A \(^3\text{He}\) NSF, which utilizes the spin dependent neutron capture on \(^3\text{He}\), was used as the neutron polarization analyzer to measure the polarization of neutron beam traversing through the cryomagnet. The polarization of a neutron beam can be determined from transmission measurements through a \(^3\text{He}\) cell [228, 237]. \(^3\text{He}\) polarization and the physical properties of the \(^3\text{He}\) cell do not need to be known to determine the neutron polarization [228].
Figure 4.14: Dose rate heat maps of the 3D model of proposed neutron polarization transmission measurement at BL-13A simulated in MCNP6. The figure shows a top down view of the extension of BL-13A via flight tubes towards the SNS building 8713, the Neutron polarizer and the nEDM cryogenic magnet. The gamma ray dose rate is shown in (a) and the neutron dose rate is shown in (b). The units of dose rate are in \([\text{rem/hr}]\) with the color red set to be above the SNS unposted area limit of $2.5 \times 10^{-4} \text{ rem/hr}$. 
As previously described in chapter 3, the transmission of neutrons through a $^3$He cell is determined from:

$$T_0 = T_e e^{-\zeta}$$  \hspace{1cm} (4.4)$$

where $\zeta$ is the opacity defined in eq. (3.34). The transmission of spin up ($\uparrow$) and spin down ($\downarrow$) neutrons through a polarized $^3$He analyzer with polarization $P_{He}$ (by making initial neutron polarization implicit) becomes:

$$T_\uparrow = N_0 \frac{1 + P_n}{2} e^{-\zeta(1-P_{He})}$$  \hspace{1cm} (4.5)$$

$$T_\downarrow = N_0 \frac{1 - P_n}{2} e^{-\zeta(1+P_{He})}$$  \hspace{1cm} (4.6)$$

Hence the total transmission of a polarized neutron beam through polarized $^3$He analyzer becomes:

$$T = T_\uparrow + T_\downarrow = N_0 e^{-\zeta} \cosh (\zeta P_{He}) [1 + P_n \tanh (\zeta P_{He})]$$  \hspace{1cm} (4.7)$$

To obtain the other spin state, a neutron spin flipper is used to rotate the spins by $\pi$ radians with efficiency $\epsilon_{sf} \leq 1$. The magnitude of the neutron polarization becomes $(1 - 2\epsilon_{sf})P_n$:

$$T_{sf} = N_0 e^{-\zeta} \cosh (\zeta P_{He}) [1 + (1 - 2\epsilon_{sf}) P_n \tanh (\zeta P_{He})]$$  \hspace{1cm} (4.8)$$

The neutron polarization, $P_n$ can be determined from three transmission measurements, neutron transmission through unpolarized $^3$He ($T_0$ in eq. (4.4) ) and transmission through polarized $^3$He for both neutron spin states ($T$ in eq. (4.7) and $T_{sf}$ in eq. (4.8)). The ratio of the neutron transmission through polarized and unpolarized $^3$He eliminates various non-ideal systematic errors arising from the neutron detector. If we define the ratio of $T$ with $T_0$ as $R$, the ratio of $T_{sf}$ with $T_0$ as $R_{sf}$:

$$R = \frac{T}{T_0} = \cosh (\zeta P_{He}) [1 + P_n \tanh (\zeta P_{He})]$$  \hspace{1cm} (4.9)$$

$$R_{sf} = \frac{T_{sf}}{T_0} = \cosh (\zeta P_{He}) [1 + (1 - 2\epsilon_{sf}) P_n \tanh (\zeta P_{He})]$$  \hspace{1cm} (4.10)$$
By using the trigonometric identity, $1 - \tanh^2 x = \text{sech}^2 x$, and substituting in eq. (4.9) and eq. (4.10) to solve for $\cosh \zeta$:

$$\cosh \zeta = \frac{1}{2 \epsilon_{sf}} \left[ R_{sf} - (1 - 2 \epsilon_{sf}) R \right]$$ \hspace{1cm} (4.11)

This result allows eq. (4.9) and eq. (4.10) to become:

$$R = \frac{1}{2 \epsilon_{sf}} \left[ R_{sf} - (1 - 2 \epsilon_{sf}) R \right] - P_n \sqrt{\left[ \frac{1}{2 \epsilon_{sf}} \left[ R_{sf} - (1 - 2 \epsilon_{sf}) R \right] \right]^2 - 1}$$ \hspace{1cm} (4.12)

$$R_{sf} = \frac{1}{2 \epsilon_{sf}} \left[ R_{sf} - (1 - 2 \epsilon_{sf}) R \right] - (1 - 2 \epsilon_{sf}) P_n \sqrt{\left[ \frac{1}{2 \epsilon_{sf}} \left[ R_{sf} - (1 - 2 \epsilon_{sf}) R \right] \right]^2 - 1}$$ \hspace{1cm} (4.13)

From eq. (4.12) and eq. (4.13), the polarization of neutrons can be determined simply as function of neutron transmission ratios and spin flipper efficiency $\epsilon_{sf}$:

$$P_n = \frac{R - R_{sf}}{\sqrt{\left[ (2 \epsilon_{sf} - 1) R + R_{sf} \right]^2 - 4 \epsilon_{sf}^2}}$$ \hspace{1cm} (4.14)

### 4.2.1 Efficiency of spin flipper

The spin-flip efficiency, $\epsilon_{sf}$, can be determined from four transmission measurements: two with the initial neutron spin state, $T$ and $T^{\text{AFP}}$, and another two with the neutrons spin flipped, $T_{sf}$ and $T_{sf}^{\text{AFP}}$ for both $^3\text{He}$ polarization states. AFP corresponds to transmission measurements where the $^3\text{He}$ polarization was reversed by adiabatic fast passage (AFP). Four transmission measurements give the ratios $R$ and $R_{sf}$:

$$\frac{T^{\text{AFP}} - T}{T^{\text{AFP}} + T} = P_n \tanh (\zeta P_{He}) = R$$ \hspace{1cm} (4.15)

$$\frac{T^{\text{AFP}} - T_{sf}}{T^{\text{AFP}} + T_{sf}} = (1 - 2 \epsilon_{sf}) P_n \tanh (\zeta P_{He}) = R_{sf}$$ \hspace{1cm} (4.16)
The spin flipper efficiency can be calculated from these ratios as:

\[ \epsilon_{sf} = \frac{1}{2} \left( 1 - \frac{R_{sf}}{R} \right) \]

\[ = \frac{1}{2} \left( 1 - \frac{\frac{T_{AFP} - T_{sf}}{T_{AFP} + T_{sf}}}{\frac{T_{AFP} - T}{T_{AFP} + T}} \right) \]  

(4.17)

An important note needs to be made here. To polarize the neutron, a neutron polarizing device is employed. Since the polarization of the beam is defined based on the guiding magnetic field, guiding magnetic field components have to be used to maintain the polarization and provide spin transport from the polarizing device to the analyzing device. It is also important to characterize the spin flipped state, so a spin flipper is also utilized. Therefore, the neutron beam polarization is actually the product of the spin transport efficiency, \( \epsilon_{ST} \), the spin flipper efficiency, \( \epsilon_{SF} \), the spin polarizing power of the neutron polarizer, \( P_n \), and the spin analyzing power, \( P_{He} \), of the spin analyzer as:

\[ \epsilon_{ST} \cdot \epsilon_{SF} \cdot P_n \cdot P_{He} = \frac{R_\uparrow - R_\downarrow}{R_\uparrow + R_\downarrow} \]  

(4.18)

Since the beam polarization is set by the neutron polarizer and defined by the spin transport, \( P_n \) and \( \epsilon_{ST} \) cannot separated. Therefore, the beam polarization is defined as:

\[ \epsilon_{ST} \cdot P_n \rightarrow P_n = \frac{1}{\epsilon_{SF} \cdot P_{He}} \left( \frac{R_\uparrow - R_\downarrow}{R_\uparrow + R_\downarrow} \right) = \frac{R_\uparrow - R_\downarrow}{\sqrt{(2\epsilon_{sf} - 1) R_\uparrow + R_\downarrow}^2 - 4\epsilon_{SF}^2} \]  

(4.19)

where \( \epsilon_{SF} = \frac{1}{2} \left( 1 - \frac{R_\uparrow}{R_\uparrow} \right) \), is the efficiency of the spin flipper used to flip \( R_\uparrow \) to \( R_\downarrow \).

4.3 Experimental Setup and Measurement Scheme

This section will cover the experimental setup for the different configurations used to measure the transmission and polarization loss from the cryomagnet. The first configuration was to measure the neutron transmission loss from the cryomagnet. This setup is illustrated in fig. 4.15. The objective here is to measure the neutron beam intensity before the cryomagnet.
and then after the cryomagnet. The ratio of the transmissions will determine the fraction of neutron beam lost due to the presence of the cryomagnet. First, the neutron beam was defined based on the two $^6$Li apertures with 2 cm by 2 cm opening. The placement and opening of these apertures lock in the beam cross sectional area going into the cryomagnet. To measure the neutron intensity before the cryomagnet, the neutron detector was placed upstream of the cryomagnet, as shown in fig. 4.15a. To measure the neutron intensity after the cryomagnet, the same neutron detector was placed downstream of the cryomagnet as shown in fig. 4.15b. It is crucial for the apertures to ensure that the neutrons detected in the upstream configuration are the same neutrons that traverse the cryomagnet and are detected at the downstream configuration.

The second setup was to measure the neutron polarization loss from the cryomagnet via transmission of neutrons through the $^3$He analyzer for neutron polarimetry based on eq. (4.14). Figure 4.16 illustrates the setup used to measure the polarization of the neutron beam before and after the cryomagnet. The difference between the measured polarization upstream of the cryomagnet and downstream of the cryomagnet will be used to determine the contribution of the cryomagnet windows and its magnetic fields to neutron polarization loss. The initial beam emerging from the flight tube is unpolarized, therefore, a neutron polarizer is placed to polarize the neutron beam. Then a neutron spin flipper is placed after the polarizer. The flipper is placed to account for its contribution towards beam intensity loss as the beam traverses through it but it is only activated when the measurement configuration call for it. For the entire neutron polarimetry run, the neutron detector was placed downstream of the cryomagnet. The neutron beam was defined by two $^6$Li apertures with 2 cm by 2 cm opening, first one placed after the spin flipper and the second one placed right before the neutron detector. The placement and opening of these apertures ensures that polarized neutrons are going the $^3$He neutron spin analyzer. A caveat of this measurement scheme is the assumption that the neutrons were polarized uniformly along the entire phase space of the defined neutron beam. To measure the neutron polarization before the cryomagnet, the neutron spin analyzer was placed upstream of the cryomagnet, as shown in fig. 4.16a. To measure the neutron polarization after the cryomagnet, the neutron spin analyzer was placed downstream of the cryomagnet as shown in fig. 4.16b. To measure the neutron
Figure 4.15: A schematic setup to measure the transmission loss of neutron beam through the nEDM cryomagnet by measuring the initial beam in (a) and after beam in (b). Here the component "Source" refers to the neutron flight tube. The blue dotted arrow represents the neutron beam.
Figure 4.16: A schematic setup for the (a) upstream polarimetry measurement and (b) downstream polarimetry measurement. Here the component "Source" refers to the neutron polarizer and neutron spin flipper. The blue dotted arrow represents the polarized neutron beam.
beam polarization upstream and downstream, neutron beam polarization and neutron spin analyzer configurations as shown in fig. 4.17 were used. These configuration are as follows:

1. First, as shown fig. 4.17a, the transmission of the polarized neutron beam without the $^3$He neutron spin analyzer was measured.

2. Second, as shown fig. 4.17b, the transmission of the polarized neutron beam with an unpolarized $^3$He neutron spin analyzer was measured.

3. Third, as shown fig. 4.17c, the transmission of the polarized neutron beam with a polarized $^3$He neutron spin analyzer (the beam polarization is parallel relative to the polarized $^3$He) was measured. This is called the high transmission spin state of the spin analyzer.

4. Fourth, as shown fig. 4.17d, the transmission of the spin flipped neutron beam with a polarized $^3$He neutron spin analyzer (the beam polarization is anti-parallel relative to the polarized $^3$He) was measured. The neutron beam spin was flipped using a neutron spin flipper. This measurement is called the low transmission spin state of the spin analyzer.

5. Fifth, as shown fig. 4.17e, the transmission of the polarized neutron beam with an anti-polarized $^3$He neutron spin analyzer was measured. The polarized $^3$He was inverted using the AFP technique described in chapter 3

6. Sixth, as shown fig. 4.17f, the transmission of the spin flipped neutron beam with an anti-polarized $^3$He neutron spin analyzer was measured.

The transmission of polarized neutrons through the neutron spin analyzer based on these above configurations will determine the relevant transmission ratios needed to extract the neutron beam polarization using eq. (4.14). The neutron polarizing instruments and the neutron detector are described in detail the following sections.
Figure 4.17: Transmission of polarized neutrons through $^{3}$He cell for neutron polarimetry.
4.3.1 Neutron Polarizer

Due to their nuclear potential and the magnetic moment, neutrons are capable of coherent nuclear scattering as well as magnetic scattering of off materials or a mirror coated with a magnetizable layer [238]. The nuclear and magnetic scattering lengths, $a_{nuc}$ and $a_{mag}$, respectively, of these mirrors make up the neutron’s index of refraction, $n$, as:

$$n \simeq 1 - \frac{N\lambda^2}{2\pi} (a_{nuc} \pm a_{mag}) \quad (4.20)$$

where $N$ is the atomic number density of mirror and $\lambda$ is the incident neutron wavelength.

The mirror is placed in a polarization defining magnetic field from which the difference in the magnetic scattering length arises, leading to a reflection/refraction of neutron spin states [238, 239]. From Snell’s law, the critical angle of the spin dependent neutron reflection/refraction can be written as:

$$\theta_c = \lambda \sqrt{\frac{N}{\pi} (a_{nuc} \pm a_{mag})} \quad (4.21)$$

Between the two critical angles formed by eq. (4.21), the neutrons are effectively polarized, where one spin state is reflected and the other is refracted i.e. transmitted through the mirror [238, 239].

The critical angle range can be extended to allow for large angle of incidence acceptance and polychromatic neutron beams by employing "super mirrors" [201, 240]. The super mirror is composed of multiple layers of non-magnetic/magnetic bi-layer mirrors. By layering a magnetic material with large nuclear and magnetic scattering lengths with a nonmagnetic material with a scattering length close to zero, a neutron polarizing mirror is created that is highly reflective for one spin state. If the nuclear and magnetic scattering lengths of the magnetic material are approximately equal, the scattering length is constant and close to zero for the other spin state. The supermirror multi-layers vary in thickness to create virtual lattices of different spacings, allowing for multiple Bragg reflections for multiple wavelengths of neutrons, effectively increasing the supermirror’s reflectivity beyond the critical angle of the magnetized bi-layers [201, 240]. This makes super mirrors useful for polarizing a broad range of neutron wavelengths. The reflectivity is constant for incidence angles less
than the critical angle of the magnetic material. Beyond that, the reflectivity declines until
the effective critical angle created by the super mirrors. This effective critical angle is
characterized by the “m” factor. The m factor is relative to the neutron reflection off a $^{58}$Ni
surface, since $^{58}$Ni has the largest single layer critical angle. Thus, the m factor indicates
that the supermirror’s critical angle is a factor of m greater than a smooth $^{58}$Ni surface and
can be found from:

$$\theta_{c, \text{smp}}[\text{mrad}] = 1.73 \left[ \frac{ m \text{rad}}{A} \right] \cdot \lambda[A] \cdot m$$  (4.22)

This polarization and transmission measurement utilized a 40 cm long and 10 cm ×
12 cm supermirror polarizer, composed of 45 panes (each 0.3 mm thick) of borofloat glass
with Fe/Si coating of m=3 [241], to polarize the monochromatic neutron beam. The panes
have a 9.6 cm radius of curvature to (i) accept the divergence of the incoming beam and
(ii) to ensure the incoming neutrons experience at least a single bounce and hence, polarize
before emerging from the instrument. Iron is used for the ferro-magnetized layers, and Silicon
forms the magnetically transparent layers due to it’s small neutron scattering cross section
[241, 242]. Permanent magnets envelop the supermirror polarizer and create a magnetic field
of about 380 Gauss to saturate the magnetization of the Fe layers [241]. The magnetization
Fe layers create the magnetic scattering length for the supermirror polarizer [201, 242]. The
neutrons with angle of incidence greater than the $\theta_{c, \text{smp}}$ refract into the borofloat substrate
and get absorbed while the neutrons with glancing angle reflection emerge from the SMP
as polarized [241]. Since the polarization from the supermirror depends on the wavelength
and angle of incident of the neutron beam and is time-independent, the polarization of the
neutron beam does not have to be continuously measured for each neutron pulse.

The controlling parameter of the supermirror polarizer is its alignment with the neutron
beam. A rough translational as well as rotational alignment was performed to ensure the
logitudinal axis of the polarizer was parallel to the beam axis of the flight tube. The
important rotation angle to consider is the rotation about the yaw axis at the pivot of the
upstream end of the polarizer with respect to the beam. McStas simulations of the polarizer,
as shown in fig. 4.18, show the that maximum transmission of neutrons from the polarizer
occurs the yaw angle of 0°. The polarizer was set to this angle for all the measurements
Figure 4.18: McStas simulated neutron intensity transmitted from the supermirror polarizer as a function of the yaw angle about the vertical axis.
taken. Technically, the figure to tune the ideal yaw angle of the polarizer is $P \cdot T^2$, where, $P$, is the neutron polarization and, $T$, is the neutron transmission. However, it can be argued because the design of the polarizer prohibits line of sight neutrons, all neutrons exiting the polarizer have had a chance to bounce of the supermirror surface and hence, become polarized. Therefore, it was sufficient to use the maximum transmission setting as the ideal.

### 4.3.2 Spin Flipper

The polarization direction of the neutron beam is defined by the guiding magnetic field. This guiding magnetic field can be adiabatically reoriented and hence, in the lab frame, the polarization of the beam with respect to the guide field will remain constant, following the adiabatically reoriented guiding magnetic field. However, for a diabatic reorientation of the guiding magnetic field, the polarization will not follow the sudden change in the guiding magnetic field direction; instead the neutron beam will preserve its initial state, and precess about the new guiding magnetic field direction. These adiabatic and diabatic rotations of the guiding magnetic field enable the neutron beam polarization to be effectively inverted or flipped with respect to the guiding magnetic field.

In order to determine the neutron beam polarization, the neutron spin state anti parallel to the guide field also has to be characterized, since polarization is defined as the contrast in parallel and anti-parallel spin states. In order to measure the transmission of spin flipped neutrons through the analyzer cell, $T_{sf}$, a neutron spin flipper is used to flip the neutron spin to the opposite spin state. Since this experiment is dealing with monochromatic neutrons, i.e. neutrons of fixed velocity, diabatic spin flippers are appropriate. A Mezei coil is a type of a diabatic flipper that was built for this purpose [243, 244]. This flipper consists of a rectangular solenoid of fixed thickness, which provides a strong DC magnetic field perpendicular the guide field to induce a torque on the magnetic moment of the polarized neutrons of fixed velocity for $n\pi$ radians spin flips, where $n$ is an odd integer. The strength of the perpendicular flipper field, $B_{flipper}$, can be found by:

$$\gamma_n B_{flipper} = \frac{\phi v_n}{d}$$

(4.23)
where $\phi$ is the spin rotation angle, $v_n$ is the velocity of the neutrons, $d$ is the thickness of the coil and $\gamma_n$ is the neutron’s gyromagnetic ratio.

A Mezei spin flipper was constructed to be used for this experiment, as shown in fig. 4.19. The flipper consists of four major parts: (i) The inner most coil, made of Aluminum ribbon wire, is the spin flip coil responsible for providing the perpendicular guide field, (ii) The outer frame of the flipper is responsible for providing a continuous guide field. Permanent magnets are placed on the sides and the iron yokes provide a homogeneous field return, (iii) the outer most coil, also made of aluminum ribbon wire, cancels the guide field, so that the neutron effectively precesses about the perpendicular field created by (i). The neutron beam goes through middle of the coil. There are two pairs of orthogonal shim coils that can provide a cancelling field in the beam axis, if needed.

This flipper was tested at the HFIR neutron instrument developed beamline (HB2D), which is designed for testing prototypes of neutron polarizing devices [245]. HB2D consists of a monochromatic 4.2 Å neutron beam, a V-cavity neutron polarizer, a S-shaped bender polarizer \(^1\) for neutron spin analysis and a $^3\text{He}$ detector for neutron counting [245]. The test included characterization of the flipping ratio and hence, the flipping efficiency of Mezei flipper based on the methodology described in [246, 247], where RF and adiabatic neutron spin flippers were characterized similarly at HB2D. The transmission measurements of polarized neutrons through the Mezei spin flipper as a function of flipper coil current were performed. First, the S-shaped bender polarized neutron analyzer was optimized by measuring the transmission of polarized neutrons as a function of the angle of incidence of the incident neutron beam. The results are shown in fig. 4.20. The S-bender analyzer was set at the optimum angle of 2.6° for the flipper testing. Next, the flipper was optimized by varying the spin flipper coil current for different current values of the guide field cancelling coil. fig. 4.21 shows the the high transmission spin state neutrons (based on the S-bender spin selection preference) and low transmission spin state neutrons as a sweep of the spin flipper current coil. The best flipping ratio, $f = \frac{N_{\text{high}}}{N_{\text{low}}}$, or the spin contrast was measured as 26.74 at 9.8 A current in the spin flipper coil. The polarizing efficiency of the spin flipper,

\(^1\)See SwissNeutronics for more information on the different types of neutron devices.
Figure 4.19: The Mezei spin flipper built for the neutron polarimetry and transmission experiment.
Figure 4.20: 4.2 Å neutron count rate while sweeping the S-bender angle.
Figure 4.21: 4.2 Å neutron count rate at 2.6° S-bender angle while sweeping the flipper coil current for different guide field cancellation coil currents.
\( \frac{I-1}{J+1} \), at 4.2 Å was measured as:

\[ \epsilon_{SF} = 0.93 \pm 0.06_{\text{stat}} \quad (4.24) \]

This measurement was repeated for 8.9 Å neutrons at beamline 13A. First, the outer coil current was swept with no spin flip coil current to find the lowest transmission of neutrons. This occurred at an outer coil current of -17.5 A, indicating that at this current value, the outer coil was maximally cancelling out the guide field and causing a diabatic transmission. Next, the spin flipper coil current was swept to find the maximum flipping ratio. The results are shown in fig. 4.22, where the maximum flipping ratio of \( \approx 1.7 \) took place at -5.8 A. The flipping efficiency at 8.9 Å was measured to be:

\[ \epsilon_{SF} = 0.92 \pm 0.03_{\text{stat}} \quad (4.25) \]

Two important observation should be noted here. First, both fig. 4.21 and fig. 4.22 show that that spin flipping contrast is more robust at higher currents i.e. large \( B_{\text{flipper}} \), meaning the effective magnetic field from the flipper coils becomes more and more perpendicular. Therefore, it is more efficient to use \( 3\pi, 5\pi, ... \) and beyond spin turns for more robust spin flips. Second, the fringe pattern observed for 4.2 Å neutrons in fig. 4.21 is twice as broad as the pattern observed for 8.9 Å neutrons in fig. 4.22. This is because 4.2 Å are faster than 8.9 Å neutrons and therefore, a high \( B_{\text{flipper}} \) field i.e. high coil current, is needed to provide a torque to flip their polarization.

### 4.3.3 Neutron Spin Transport

To describe the polarization of the neutron beam, a semi-classical picture is used, where a neutron with a magnetic moment aligned with the spin angular momentum vector, \( \vec{S} \), precesses in a magnetic field, \( \vec{B} \), with an angular frequency, \( \omega_L \), called Larmor frequency defined as \( \omega_L = \gamma_n \vec{B} \). The rate of change of the angular rotation of the spin (under cartesian
Figure 4.22: 8.9 Å neutron count rate while sweeping the flipper coil current for the guide field cancellation coil current of -17.5 A.
coordinates) is given by the Bloch equation [210]:

\[
\frac{d\vec{S}(t)}{dt} = \gamma_n \left( \vec{S}(t) \times \vec{B}(t) \right)
\]  

(4.26)

which when written in terms of all of the components of \(\vec{S}(t)\) and \(\vec{B}(t)\) becomes:

\[
\begin{align*}
\frac{dS_x(t)}{dt} &= \gamma_n (S_y(t)B_z(t) - S_z(t)B_y(t)) \\
\frac{dS_y(t)}{dt} &= \gamma_n (S_z(t)B_x(t) - S_x(t)B_z(t)) \\
\frac{dS_z(t)}{dt} &= \gamma_n (S_x(t)B_y(t) - S_y(t)B_x(t))
\end{align*}
\]  

(4.27)

The time evolution of eq. (4.27) can be written in terms of the ratio of the distance travelled by the neutron in the guiding magnetic field, \(l\), to the velocity of the neutron, \(v_n\). This means that, eq. (4.27) can be used to trace the dynamics of the spin vector components of a neutron propagating through an arbitrary magnetic field environment over the course of the experimental setup. Using this technique, the spin transport for the monochromatic 8.9 Å neutrons, i.e. velocity of 444 m/s, was simulated based on the magnetic fields created by the guide field and polarimetry components of the experiment.

The magnetic field from the guide field components as well as the polarimetry components were modeled in COMSOL Multiphysics [248], a finite element software for AC/DC electromagnetics. A rendition of the geometry of the key components and their current sources with the boundary conditions was built and magnetic field profile was simulated. Since, the neutron beam gets polarized in the polarizer, it is only relevant to simulate the magnetic fields, which will be experienced by the neutron beam following the polarizer. The polarizer’s fringe field was reproduced via a polynomial fit on the measured polarizer fringe fields from [241]. The Mezei flipper geometry was built and based on the expected current settings, its magnetic field profile was simulated as shown in fig. 4.23. Another guide field component, called the neutator\(^\S\) was also employed. The purpose of the neutator is provide a continuous guide field, remove any magnetic field zero crossing and in the case of this experiment provide an adiabatic rotation of the spin to match the magnetic field inside the

\(^\S Neutator is short for neutron guide field rotator.\)
Figure 4.23: A simulation of the magnetic field profile of diabatic spin flipper. The neutron beam direction is into/out of the page. The color gradient shows the magnitude of magnetic flux density [Gauss] and the arrows show the direction of magnetic flux density.
cryogenic magnet as well as the in situ $^3$He polarizer. Figure 4.24 shows the simulation of magnetic fields produced by a neutron guide field component. The magnetostatic cavity of the in situ $^3$He system was also simulated and the resulting magnetic field profile is shown in fig. 4.25. The full magnetic field profile of the experimental setup is shown in fig. 4.26a for the cryomagnet upstream polarimetry and guide field components and fig. 4.27a for the cryomagnet downstream polarimetry and guide field components.

The simulated magnetic field profiles from these components were used to trace the spin dynamics of the polarized neutron beam. A numerical solver for eq. (4.27) was developed using the adaptive RKDP45 method [249] to perform a check for the adiabatic transport of neutrons and identify any magnetic field zero crossings. For these simulations, the initial spin was biased to $S_y$, indicating a fully polarized beam exiting the polarizer. Spin relaxation was not included in these simulations because of lack of knowledge of any possible background fields. Figure 4.26b shows the simulated components of the spin vector interacting with the magnetic field profile of the upstream components shown fig. 4.26a. The polarized beam gets spin flipped by the diabatic flipper as the $S_y$ flips to $-S_y$. The polarization is then preserved as it goes through three guide fields and then gets adiabatically rotated to the $x$ direction by the neutator. Figure 4.27b shows the simulated components of the spin vector interacting with the magnetic field profile of the downstream components shown fig. 4.26a. The initial neutron spin is set to $S_x$, to mimic the spin emerging from the cryogenic magnet. The spin gets adiabatically rotated by the neutator and the magnetostatic cavity of the in situ $^3$He polarizer.

4.3.4 Neutron Detector

The detector used for this experiment consists of a linear array of eight individual linear position sensitive detectors (LPSD) [250, 251]. These LPSDs were 40.6 cm long and 1.2 cm in diameter, constructed from stainless steel tubing (0.5 mm thick). Each LPSD tube is filled with 10 atm of high purity $^3$He gas for neutron capture, plus a small amount of CO$_2$ and Ar as stopping/quench gases. Each LPSDs had a coaxial electrode geometry and is operated in proportional counting mode. The outer tube of the LPSD is the cathode set at ground potential. A central anode wire, which runs along the LPSD axially, is powered up to high
Figure 4.24: A simulation of the magnetic field profile of the neutron rotatable guide field component. The neutron beam direction is into/out of the page. The color gradient shows the magnitude of magnetic flux density [Gauss] and the arrows show the direction of magnetic flux density.
Figure 4.25: A top down view of neutron guide field components and $^3$He spin analyzer holding field coils. The beam direction is vertical direction. The color gradient shows the magnitude of magnetic flux density [Gauss] and the arrows show the direction of magnetic flux density.
Figure 4.26: A magnetic field profile (a) and the subsequent spin precession (b) simulation of 8.9Åneutrons for the upstream components of neutron polarizer, neutron spin flipper and neutron guide field components. The $x$ direction is the horizontal direction (left-right), $y$ direction is the vertical direction (top-down) and $z$ direction is the beam axis.
Figure 4.27: A magnetic field profile (a) and the subsequent spin precession (b) simulation of 8.9 Å neutrons for the downstream components of neutron guide field component and polarized $^3$He analyzer holding field. The $x$ direction is the horizontal direction (left-right), $y$ direction is the vertical direction (top-down) and $z$ direction is the beam axis.
voltage potential. The anode ends are shielded from the cathode with ceramic. The eight pack is oriented horizontally. Due to the linear stacking of the LPSDs, the detection active area can be treated as infinite along the length of the tube but limited by the gaps in between the tubes. The tube stacking effectively provides an active detector area equivalent to that of a single LPSD. Signal waveform preamplifiers are located at the end of the 8 pack LPSD assembly to extract the position sensitive reading and minimize the capacitive noise. The LPSD tubes as well as the preamplifier electronics were manufactured by GE Reuter-Stokes [250].

Helium-3 filled gas proportional neutron detectors are widely used at the SNS and HFIR neutron instruments, and details of their operating principles are well documented in [251, 252]. These principles will be briefly discussed here for context. Cold neutrons undergo the capture reaction $^3\text{He}(n,p)T$ with $^3\text{He}$ nucleus, emitting in opposite directions the products proton, $p$, and triton, $T$. The Q value of this capture reaction is 764 keV, which is distributed as kinetic energy of 191 keV for triton and 573 keV for proton. The decay products deposit their kinetic energy in the detector gas creating electron-ion pairs (the W-value [253] for $^3\text{He}$ is 41-43 eV/ion-pair, which means around 20000 pairs are produced depending on the gas composition\textsuperscript{\dagger}). The stopping/quenching gases play a major role here. The stopping power of a proton in 10 atm of $^3\text{He}$ is around 6 mm [254], a little too large for the less than millimeter positional resolution capability of LPSDs, therefore, the stopping gases reduce the size of the electron-ion charge cloud i.e. the mean free path of the electrons, as well as suppress any radiative losses [255].

These LPSDs were operated in proportional counting mode, relying on the mechanism that charge multiplication in the gas, via an applied potential across the electrodes, remains proportional to the primary ionization charge deposited in the gas [251, 252]. For the cylindrical coaxial electrode geometry of the electrodes, the electric field of $E = V/r \cdot \ln(b/a)$ means the electric field is much larger close to the anode wire [251, 252]. Electrons created from the primary ionization charge drift in this high electric field region, acquiring kinetic energy, and near the anode create a Townsend avalanche [251, 252]. This avalanche charge multiplication, also called the gain, has an $\approx \exp(-V_{\text{applied}})$ relation to the applied voltage,

\textsuperscript{\dagger}GE Reuter-Stokes regard the composition of gas mixtures in their detectors as proprietary information.
meaning a charge of several orders of magnitude greater than the primary charge can be collected by the anode wire [251, 252].

The LPSDs in this experiment use the resistive anode charge division technique to locate the neutron interaction along the length of the detector tube [256, 257]. This feature allows for the two dimensional neutron beam profile measurements, albeit limited by the finite width of the LPSDs. The schematic shown in fig. 4.28 illustrates how neutron detection location is determined. Resistive anode charge division, as the name suggests, employs a uniformly resistive wire as the anode. Based on the location of the neutron interaction point, the relative charge division according to the relative resistances $R_A$ and $R_B$ between the anodes and hence, the current signal between the two ends of the anode is compared. Preamplifiers at each end of the anode convert the divided current signals into voltages $V_A$ and $V_B$. The analog sum of the two voltages is measured against a threshold to determine if the signals represent a neutron event. If yes, then the asymmetry ratio, $\frac{V_A - V_B}{V_A + V_B}$, determines the interaction location along the tube.

Figure 4.29 shows a measured pulse height spectrum from the LPSD taken during a summer 2023 data run. The horizontal axis is the sum of the ADC readings from both sides of the LPSD from a detection event, the range for which the detector is configured is divided into 1024 bins [258]. The vertical axis is the accumulated counts within a bin size of one ADC step during the acquisition. For the neutron proportional counters, the neutron capture reaction, regardless of the incident neutron energy, is always based on the Q-value which occurs at the same energy. It is better to interpret the pulse-height spectrum as an indicator of any variation in the amount of charge collected from neutron capture events [251]. A threshold of 200 ADC units was set to discriminate the signals from the noise. Events beyond the 200 ADC were considered as event from a neutron capture in the tubes.

Dead time inefficiency from high count rates can prove a limitation for LPSDs and have to be understood to verify their applicability. There is about a $1\mu$s dead time when the charge from an event is integrated. High count rates can lead to a dead time if the integrator has not yet reset from first event integration, increasing the fraction of vetoed events. This can lead

\[\text{1}^1\text{It is possible that the asymmetry can also form based on the difference in the arrival time of the signal created by the trajectory of the neutron capture decay products.}\]
Figure 4.28: A schematic diagram showing the neutron position sensitivity feature of the LPSD based on the resistive charge division technique. Figure is taken from [250].
Figure 4.29: A pulse height spectrum of the 8.9 Å neutrons incident on the LPSDs. A 1 cm by 1 cm aperture was in place before the LPSD, therefore, only two tubes out of the eight were active.
to a skewed position hit determination along the LPSD. The increased levels of ionization in the tube from high count rates can lead to charge saturation, limiting the amount of charge collected, leading to under counting. Previous studies have shown that these effects are negligible up until 100 kHz instantaneous neutron beam [251].

Neutrons incident on the LPSDs will attenuate along the diameter as \( I = I_0 \exp(-\sigma \cdot N \cdot P \cdot d) \), where \( I \) are the attenuated neutrons, \( I_0 \) are the incident neutrons, \( \sigma \) is wavelength dependent absorption cross section in cm\(^2\), \( N \) is the \(^3\)He number density \([2.7 \times 10^{19} \text{ atoms cm}^{-3} \text{ atm}^{-1}]\), \( P \) is the gas pressure [10 atm] and \( d \) is the tube thickness [1.2 cm]. The fraction of the beam detected by the gas, or in other words, the capture efficiency is given by:

\[
\epsilon = 1 - \frac{I}{I_0} = 1 - \exp \left(-\sigma(\lambda_n) \cdot N \cdot P \cdot d\right)
\]  

(4.28)

Shorter wavelength neutrons will penetrate more deeply as compared to longer wavelength neutrons. This may result in some wavelength dependence on the amount of charge collected [251]. If the neutron’s trajectory is not at normal incidence to the tube, the penetration depth can also influence the capture efficiency. Figure 4.30b shows the detector capture efficiency of unity for 8.9 Å incident neutron beam. Figure 4.30a shows a single LPSD tube efficiency of unity except for near the edges of the tube, meaning there were dead zones in between tubes, but minimal.

4.3.5 Data Acquisition

At the SNS, many precisely timed signals are used to operate the accelerator and fill the storage ring and send the proton beam pulse to the target. These time signals are distributed via the Event Link throughout the facility. Other parameters associated with each proton pulse are also available on the Real Time Data Link, (RTDL), which comes from the Ring-To-Beam-Target (RTBT) line proton current monitor. A Beam Diagnostics Card (ETC), receives and decodes timing event triggers from the Event Link and data from the RTDL to produce a timing trigger pulse to synchronize the Data Acquisition System (DAS) hardware with the arrival of the proton pulse at the target. Other key parameters about the proton pulses are read from the RTDL and broadcast to the DAS Timing Cards. These parameters
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Figure 4.30: Capture efficiency of the LPSD. (a) shows the capture efficiency at 8.9 Å of along the diameter (1.2 cm) of one the LPSD tubes and (b) shows the capture efficiency of 1.2 cm thick LPSD as a function of the incident neutron wavelength.
include the accelerator time stamp or Pulse ID, and the proton charge and are used to uniquely identify every neutron pulse.

The critical timing marker to begin the TOF of neutrons is the exact time the proton pulse hits the spallation target. This is called the $T_0$ (Proton on Target or Time Zero) timing reference. This is a timing synchronization signal that is needed to keep the DAS hardware and the neutron beamline components for e.g. ToF choppers synchronized with the 60 Hz neutron pulses for the beamline. The Event Link does not contain an actual event with the exact timing needed to define $T_0$. There is an event called Event 39, or T-Extract, which always occurs at Turn 5050 of the storage ring on the Accelerator timeline each cycle, which has the proper characteristics (phase locked to proton beam, and present each 60 Hz cycle even when beam is not produced or sent to the target1) that is used to create this $T_0$ reference mark.

Thus, the $T_0$ timing signal is generated as an output from the ETC and becomes the Fiducial Timing Marker or the synchronization pulse to the DAS Timing Hardware. The DAS hardware starts with a delay offset for the purpose of “Framing” each neutron pulse in time, and then measures a local delay from this framing ($T_{sync}$ signal) trigger, until the events are detected in the detectors. This first delay is added by the DAS Timing Card before getting sent to the rest of DAS detector electronics. The $T_{sync}$ pulse then travels by an optical fiber to the top level DAS hardware system, the DSP, and is then distributed down to the lowest detector hardware level where the Local Time Stamp, (LTS), is applied to each neutron as it arrives and is detected. This locally measured delay, LTS, is always a measure of time from the last $T_{sync}$ framing trigger. Thus the $T_{sync}$ delay offset + LTS is a measure of TOF of neutrons in units of 100ns.

The DAQ system for the LPSDs consisted three major components (listed here in order of signal flow) [258]:

1. Two preamplifier boards; one on each end of the LPSDs. The preamplifier board consisted of (in order of signal flow) (i) an output signal protection circuit, (ii) a transimpedance signal amplifier stage to amplify the weak high impedance signal to a large low impedance signal, an inverting voltage amplification stage, and a differential
amplifier to drive the low-voltage differential signal (LVDS) to the next step of the signal process [258, 259].

2. A Read-out-Card (ROC) FPGA that processes and digitizes signals from the preamp. The ROC FPGA is primarily responsible for the event position determination. The LVDS signals from the preamps are passed onto the ROC FPGA and get converted into single ended signals. Next, the ROC FPGA performs three operations on the signal: signal discrimination, signal integration, and position calculation. The analog sum of the two signals from either end of the LPSD is compared against a threshold voltage to determine if the signals represent a neutron event, based on the pulse height. A valid signal then triggers two gated integrators for 1 \( \mu s \) signal integration. During this integration, two ADC signals are developed to give a proportional measurement of the charge collected from each end of the LPSD for the positional calculation [258].

3. A Digital Signal Processor (DSP) board. The DSP board takes the digitized event positional information from the ROC FPGA, time stamps the events based on the accelerator pulse time>ID and transmits the event information to a computer for data analysis [258].

There are two binary (little-endian format) data files from the DAQ system. The first one is the event mode data file, which consists of ToF in units of 100 ns (32-bit unsigned integer) and positional hits n units of pixels (32-bit unsigned integer) data for the events from each of the 8 LPSD during an acquisition. The second is the pulse ID data file. First part of this file consists of a 64-bit timestamp, broken into two 32-bit integer timestamps in the seconds (first field) and nanoseconds since the EPICS epoch**. All timestamp values are given in UTC time. The next two fields consist of the cumulative event ID (unsigned long long) and the proton charge (double) in units of 10 pC. These binary files were converted to ASCII text files for data analysis.

**Defined as midnight, January 1, 1990.
4.4 Analysis and Results

The event ToF and Positional data was analysed to obtain the transmission of neutrons through the $^3$He analyzer cell. The raw event data contains both the signal and backgrounds, therefore, a scheme to subtract off the background events and determine the signal count rate was developed. This scheme is as follows:

1. First, the event ToF and positional data was formed into a data structure so that event based cuts could be applied. Only the events which pass any ToF and positional cut will regarded as part of the true signal.

2. Next, the raw events were histogrammed based on their ToF and positional stamps. The raw ToF histogram for one of the runs is shown in fig. 4.31 and the positional hits histogram for the same run is shown in fig. 4.32. Qualitatively, the signal peak in the ToF spectrum can be seen at the expected ToF arrival for 8.9 Å as well as at the center of the detector’s positional hits data. This means that the statistically significant signal, which corresponds to the neutrons for the different transmission configurations, has to be extracted by subtracting off the background events, which are not part of the primary signal peak, from the entire ToF and positional data.

3. A quantitative extraction of signal from the full ToF histogram and detector positional data was performed. To extract signal in the ToF spectrum, the full raw ToF spectrum was fitted using a Gaussian+Exponential+Constant model. From the Gaussian fit on the raw ToF spectrum as shown in fig. 4.31, the mean, $\mu$, and the standard deviation, $\sigma$, were determined. The counts within the $\mu \pm 3\sigma$ range were allocated as the true signal, where the $\pm 3\sigma$ bounds were used to apply the cuts. The events excluded by this range were treated as the background events not overlapping with the signal and were discarded. The full ToF spectrum for all of the runs corresponding to the different transmission measurement configurations was fitted. The largest $3\sigma$ range found from all of the fits on the different configurations was used as to set the ToF cut (3.8 ms to 12.2 ms) for all the transmission measurement configurations.
Figure 4.31: Histogram of the raw Time of Flight data for the measurement configuration of $T_0$. The raw data was fitted to extract an approximate $3\sigma$ peak for neutron polarization calculations. The fit residuals are shown underneath.
Figure 4.32: Histogram of the raw positional data for the measurement configuration of $T_0$. The raw data was fitted to extract an approximate $3\sigma$ peak for neutron polarization calculations. The fit residuals are shown underneath.
4. Similar to the ToF spectrum analysis, a quantitative extraction of signal from the full detector positional data was also performed. The full raw positional data set was fitted using a Gaussian\+Constant model. From the Gaussian fit on the positional data as shown in fig. 4.32, the mean, \( \mu \), and the standard deviation, \( \sigma \), were determined. The counts within the \( \mu \pm 3\sigma \) range were allocated as the true signal, where the \( \pm 3\sigma \) bounds were used to apply the cuts. The events excluded by this positional range were treated as the background events not overlapping with the signal and were discarded. Just like for the ToF Data, the full positional data for all of the runs corresponding to the different transmission measurement configurations were fitted. The largest \( 3\sigma \) range found from all of the fits was used as the positional cut (pixel400 to pixel550) for all the transmission measurement configurations.

5. Next, the background overlapping with the signal was subtracted off. Because the background in ToF spectrum is not constant due to the presence of thermalized fast neutrons in the early ToF bins, it was determined that the constant background from the positional data should be used to determine the background overlapping with the signal. This is valid since the background taken with the beamline shutter closed showed a constant rate over the entire active area of the detector as shown in fig. 4.33. This means that for the range of position pixels excluded by the cuts in step 4, as long as this range is kept at the same as the range cuts used to define the positional signal, the background count rate in that background range will be a good estimator for the background counts rate in the overlapped signal region.

\[
R = \frac{1}{t_{\text{run}}} \int_{\text{left cut}}^{\text{right cut}} I \, dx - \frac{1}{t_{\text{run}}} \int_{\text{left cut}}^{\text{right cut}} B \, dx
\]  

(4.29)

where \( R \) is the pure signal count rate, \( \text{left cut} \) and \( \text{right cut} \) are the bounds of the pixel range used, \( I \) is the signal with the overlapping background, \( B \) is the overlapping background, \( dx \) is the pixel bin width and \( t_{\text{run}} \) is the acquisition time for the associated run. This overlapping background subtraction was performed for all of the runs corresponding to the different transmission measurement configurations.
Figure 4.33: Background measurements taken with an active detector but BL13A shutter closed.
6. Lastly, the count rate, $R$, was normalized to the average beam power. The pulse ID data file contains the proton charge deposited for every pulse delivered by the accelerator during the run acquisition time. The average beam power in MW was determined from the total proton charge in an acquisition with the relation:

$$\text{Charge [C] pulse [0.01667 s]} \times \frac{1000[\text{MeV}]}{1e} \times \frac{1000[\text{MW} \cdot \text{s}]}{1000.0[\text{MJ}]}$$

(4.30)

The results of the analysis steps described are shown in fig. 4.34 for one of the transmission configurations. This analysis scheme was performed for all of the data runs corresponding to the different transmission measurement configurations illustrated in fig. 4.17 and the results are summarized in table 4.1. The statistical error on each of the transmission measurements is the counting error††, $\sigma = \sqrt{N}$, where N are the raw counts observed in the detector.

Equation (4.14) can now be used with the transmission measurements results from table 4.1 to determine the neutron beam polarization as:

$$P_n = 0.83 \pm 0.07_{\text{stat}}$$

(4.31)

The reported uncertainty is only the statistical uncertainty based on the uncertainty propagation, as described in appendix B, from each one of the transmission measurements in table 4.1.

After the upstream neutron polarimetry was performed, the $^3\text{He}$ analyzer was moved downstream as shown in fig. 4.16b and repolarized to measure the neutron polarization after the cryogenic magnet. The neutron transmissions with a polarized $^3\text{He}$ were taken with various cryomagnet magnetic field configurations. They are listed in table C.1 of appendix C. Despite trying various magnetic field settings, a statistically significant spin contrast was not obtained. Therefore, an accurate neutron polarization downstream of the magnet could not be determined.

The transmission loss of 8.9 Å neutrons from the cryogenic magnet was also measured based on the setup shown in fig. 4.15. The neutron intensity measured with the detector placed before the magnet is shown in fig. 4.35a and the neutron intensity with the detector

††This is actually the uncertainty on the underlying Poisson distribution for a counting experiment.
Figure 4.34: Analysis steps to identify the ToF and positional signal and backgrounds for the measurement configuration of $T_0$. The first row shows the raw ToF and Positional data. The second row shows the ToF and Positional data after a ToF cut to exclude the background events. The third row shows the ToF and Positional data after a positional cut to further exclude the background event. The fourth row shows the flat excluded background events used in positional space to estimate the background under the signal under shown in the third row.
Table 4.1: Summary of the transmission measurements of 8.9 Å polarized neutron beam through the different configurations of polarized $^3$He cell for the setup shown in fig. 4.16a.

<table>
<thead>
<tr>
<th>State</th>
<th>Beam Polarization State</th>
<th>Analyzer Polarization State</th>
<th>Neutron/s/MW</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_0$</td>
<td>$\uparrow$</td>
<td>Not Present</td>
<td>$36.8 \pm 0.6$</td>
</tr>
<tr>
<td>$T_0$</td>
<td>$\uparrow$</td>
<td>Unpolarized</td>
<td>$1.85 \pm 0.04$</td>
</tr>
<tr>
<td>$T$</td>
<td>$\uparrow$</td>
<td>$\uparrow$</td>
<td>$3.57 \pm 0.07$</td>
</tr>
<tr>
<td>$T_{sf}$</td>
<td>$\downarrow$</td>
<td>$\uparrow$</td>
<td>$1.34 \pm 0.03$</td>
</tr>
<tr>
<td>$T_{AFP}$</td>
<td>$\downarrow$</td>
<td>$\downarrow$</td>
<td>$3.25 \pm 0.06$</td>
</tr>
<tr>
<td>$T_{AFP}$</td>
<td>$\uparrow$</td>
<td>$\downarrow$</td>
<td>$1.21 \pm 0.03$</td>
</tr>
</tbody>
</table>
Figure 4.35: Neutron beam intensity measurements at the upstream and downstream locations to determine the transmission loss from the cryomagnet.
placed after the magnet is shown in fig. 4.35b. The intensity measurements are summarized in table 4.2. The fractional transmission was determined to be:

\[ T_n = 0.327 \pm 0.001_{\text{stat}} \]  \hspace{1cm} (4.32)

The measured intensity upstream in fig. 4.35a shows a Gaussian positional beam profile while the measured intensity downstream in fig. 4.35b shows what looks like overlap of three Gaussian beam profiles. This was attributed to a divergence in the beam intersecting with the cryogenic magnet beam window frames and causing a penumbra of the beam on the detector. This was problematic because the transmission loss is not only coming from the cryomagnet beam windows but the window frames as well. Since the beam is defined by the apertures as shown on fig. 4.15, squeezing the apertures more should reduce the beam divergence and eliminate the problem. The apertures were reduced from 2 cm by 2 cm to 0.5 cm by 0.5 cm and the beam intensities upstream and downstream were measured once again based on fig. 4.15. The results are shown in fig. 4.36. Unfortunately, this data was corrupted, as shown in the pulse height spectrum of fig. 4.37, by the presence of amplifier noise as well as modifications of the ADC discriminator settings from a faulty software patch of the DAQ system. By the time these issues were mended, the experimental run plan had to move on to measure the neutron polarization because of the limited SNS beam production left.

**Proton Charge**

As stated earlier, the proton charge accumulated over the entire acquisition time for a run was used to normalize the count rate to account for proton beam variations in the incident neutron flux. At the SNS, the measured proton charge set to ADC is quantized as a 16-bit integer representation of charge per pulse scaled to provide the desired units. At low charge-per-pulse, the SNS does change the range on the digitizer to avoid any quantization errors [260]. However at full power, the proton charge is calibrated to be within 2% of the true value with 0.5% reproducibility [260]. Furthermore, from the data collection of neutron beam with no analyzer in place as shown in fig. 4.38, the resolution in the proton charge can be noted as
Table 4.2: Integrated and normalized count rates for the neutron beam intensity measurements at the upstream and downstream locations.

<table>
<thead>
<tr>
<th>State</th>
<th>Neutron/s/MW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upstream Intensity</td>
<td>599.110 ± 0.003_{stat}</td>
</tr>
<tr>
<td>Downstream Intensity</td>
<td>195.817 ± 0.003_{stat}</td>
</tr>
</tbody>
</table>
Figure 4.36: Neutron beam intensity measurements at the upstream and downstream locations with a smaller aperture to determine the transmission loss from the cryomagnet.
Figure 4.37: Pulse height spectrum of the transmission beam intensity data taken with a smaller aperture.
Figure 4.38: Proton charge for the $T_0$ run. (a) shows the total proton charge for each pulse accumulated for the run and (b) shows the proton charge accumulated during a stable beam period.
a little less than 0.002 \times 10^5, or 6.8 \times 10^{-4} relative to the average charge value. Therefore, the
full output precision of the proton charge was not used. This run had about 1.3 \times 10^5 pulses,
which included some proton beam-down/ramping time, as shown in fig. 4.39. These bad
pulses are shown in fig. 4.38a, where some proton charge deviated from the nominal proton
charge at full beam power due to accelerator instability. For all the data runs collected, these
“bad” pulses turned out to be only about 0.2% of the of total charge per pulse collected.
The variance of the nominal proton charge peak in fig. 4.38b is, in principle, the sum in
quadrature of the quantization error, the uncertainty in the proton charge measurement,
and the dispersion in the true proton charge value (assuming all of them are independent
of each other). Since the variance in the proton charge accumulated is shown to be small
and additionally, only the data at the nominal proton charge was considered, the variance
from the proton charge normalization was be neglected for the neutron polarization and
transmission measurements.

4.4.1 Other Systematic Effects

Since the underlying quantities being measured to determine the neutron beam polarization
are the transmission measurements through various configurations, any changes in neutron
transmission from sources other than the intended configuration setup can lead to a
systematic shift in the actual transmission and subsequently, cause a systematic uncertainty
in the neutron beam polarization extraction. This sections describes the possible effects
which can give rise to a systematic uncertainty in the neutron beam polarization.

Non-Poisson Variations of the Neutron Beam

The uncertainty on the neutron polarization can be limited by the non-Poisson variations
of the neutron beam produced by the SNS at nominal power. Previous neutron polarimetry
experiment at FnPB beamline 13 has shown that the measurement is not limited by
the non-Poisson variation in the neutron flux because it is far smaller than the neutron
transmission variation from the different configuration of the polarized $^3$He cell [237]. In
that experiment, non-Poisson uncertainty on the neutron polarization was measured by
Figure 4.39: Beam power for the $T_0$ run. The nominal beam power of the SNS during the summer 2023 neutron production was 1.6 MW. There are drops in the power as seen in figure due to accelerator instability.
performing neutron polarimetry at several locations along the neutron flight path [237]. The systematic uncertainty in the neutron polarization from non-Poisson fluctuations beam was determined to be $2 \times 10^{-3}$, including the statistical uncertainty [237].

During the Summer 2023 data taking campaign, the direct neutron beam flux on the LPSD detector was measured for 5 mins, in succession, to check for non-Poisson variations of the neutron beam. The variation is shown in fig. 4.40. The integral up to the $\pm 1\sigma$ of the Gaussian fit to the counts during a single acquisition is within the $1\sigma$ error bar of the assumption of constant proton power normalization consistently used in the analysis. Therefore, the non-Poisson noise in the neutron beam can be assumed as stable and the normalization assumption is good at the sub% level. In hindsight, this check for beam variation should have been done more frequently over the span of the Summer 2023 SNS neutron production cycle.

$^3$He Cell Polarization Fluctuations

The advantage of the neutron polarimetry technique described in section 4.2 is that the neutron polarization can be determined by relative neutron transmission measurements through a polarized $^3$He cell without knowing the $^3$He polarization. This is valid however, if the $^3$He cell polarization is stable over the course of the measurement. Any variations in $^3$He polarization of the cell will hamper its ability to analyze the spin contrast of the neutron beam. For the neutron polarimetry performed, this effect is remedied by the fact that during the polarization measurements, the $^3$He cell polarization is maintained by a live in situ SEOP system as described in chapter 3. The cell was also kept in a continuous holding magnetic field with minimal gradients using a magnetostatic cavity as described in chapter 3. This live maintenance of the $^3$He polarization can be seen in fig. 4.41. Nevertheless, performing AFP and FID NMR can lead to depolarization of $^3$He.

The $T_1$ time of the $^3$He cell used in the experiment, Soccer, was measured to be $45 \pm 2$ hours as shown in fig. 3.19. This time was measured by taking FID NMR measurements of polaried $^3$He every 3 hours with the SEOP system powered off. A small $^3$He polarization loss of $0.63\% \pm 0.12\%$ from the FID NMR exists as shown in fig. 3.17. After correcting for the FID NMR loss, the true $T_1$ time was found to be $56 \pm 2.5$ hours. This indicates that the
Figure 4.40: Variation in neutron count rate over the course of 30 mins. Each run represents 5 mins of acquisition time.
Figure 4.41: Build up of the in situ $^3$He polarization over the course of the measurement period. The red points are the measured value and the green curve is the increasing form exponential decay fit.
short 3 hour FID NMR time interval can vary the much longer \( T_1 \) relaxation time. Again this NMR \( ^3 \)He depolarization effect was negated since, \( ^3 \)He cell was undergoing constant optical pumping. Nevertheless, a worst case upper limit on the neutron polarization can be established by assuming the in situ system was shut off and using the uncorrected \( T_1 \) time of 45 hours to account for any variation in \( ^3 \)He polarization.

The run time for transmission measurements of different configurations of fig. 4.17 was around 30 minutes. A \( T_1 \) time of 45 hours will cause the polarize \( ^3 \)He to depolarize by a factor of \( 9.9 \times 10^{-3} \) during the 30 minute time interval. Similarly for AFP NMR, a loss of 0.053\% per flip of 350 ms duration was observed, which leads to a \( ^3 \)He polarization loss of \( 6 \times 10^{-5} \). Using eq. (4.7) and eq. (4.8), the effect of the \( T_1 \) relaxation time on the neutron transmission through analyzer cell was be taken into account as:

\[
T = N_0 e^{-\eta} \cosh \left( \zeta e^{-\frac{\tau}{T_1} P_{^3\text{He}}} \right) \left( 1 + P_n \tanh \left( \zeta e^{-\frac{\tau}{T_1} P_{^3\text{He}}} \right) \right) \quad (4.33)
\]

and

\[
T_{sf} = N_0 e^{-\eta} \cosh \left( \zeta e^{-\frac{\tau}{T_1} P_{^3\text{He}}} \right) \left( 1 + (1 - 2\epsilon_{sf}) P_n \tanh \left( \zeta e^{-\frac{\tau}{T_1} P_{^3\text{He}}} \right) \right) \quad (4.34)
\]

where \( \zeta = n l \frac{\sigma_0 \lambda(t)}{\sigma_0} \). Then, eq. (4.14) was used to calculate the neutron polarization. The effect of the \( T_1 \) relaxation time of the polarized \( ^3 \)He cell was an adjustment of less than \( 1.1 \times 10^{-2} \) to the neutron beam polarization. This effect, again assuming failure of the in situ SEOP system, is much less than the statistical uncertainty of the measured beam polarization.

**Moderator Fluctuations**

There are non-linear contributions to the neutron flux from fluctuations in the performance of the hydrogen moderator caused by hydrogen age as well as density and temperature variations [261]. The non-linear behavior can run about 10\% per MW - for e.g. the number of 5 Å neutrons per MW·sec measured at 1.7 MW and 60 Hz is approximately 85\% of the true value if scaled from the the number of 5 Å neutrons per MW·s measured at 11 kW and 60 Hz. The hydrogen moderator is equipped with cryogenic circulator and heat exchanger to maintain the temperature and density distribution. Figure 4.42 shows the temperature
Figure 4.42: Temperature in Kelvins of the hydrogen moderator over the course of the summer 2023 neutron production.
variations in the hydrogen moderator over the course of the summer 2023 SNS neutron production was stable.

It is also known that the hydrogen moderator performance depends on the ortho-hydrogen and para-hydrogen ratio [262, 263]. The scattering cross-section of para-hydrogen for 1 meV neutrons under is about a factor of 500 smaller than that of ortho hydrogen [264]. At about 20 K operating temperature of the moderators, the thermodynamic equilibrium hydrogen composition is 99% para hydrogen, meaning over the course of the filling of the moderator, the para-hydrogen concentration gradually increases [263, 265]. [266] have measured a gradual change of the neutronic performance of the hydrogen moderator. Currently, the SNS does not have an experimental scheme to measure the ortho-para concentration ratio in the hydrogen moderators. However, the time constant of ortho-to-para conversion is very long; about 48,000 hours for a conversion from 25% para to 99% para hydrogen [263]. This time scale is much larger than the time scale over which the polarization and transmission measurements were conducted. Therefore, the fluctuations in neutron transmission due to moderator performance variations were neglected.

**Humidity Fluctuations**

Because the polarimetry components were placed in an open air environment, any change in humidity can affect the measured neutron transmission. [267] show that commercial HVAC systems usually maintain the room humidity to around 50%-60%. At these humidity levels, the density of air, $1.11 \times 10^{-3} \text{ g cm}^{-3}$, does not fluctuate significantly enough to cause a major change in neutron transmission. There is a 4% loss in 8.9 Å neutron transmission for every meter of 50%-60% humid air at normal temperature and pressure. Since the density of air likely did not change in between the measurements, this loss was present for all the transmission measurements and got cancelled out in the analysis.

**Detector Efficiency Variations**

Any variations in the efficiency of the LPSD detectors over the course of the measurement period can also lead to systematic uncertainties in the neutron polarization measurements. Over the lifetime of the SNS, the SNS detector scientists have not observed any degradation
in performance of $^3$He LPSDs unless in the event of catastrophic damage [268]. The chances $^3$He gas leakage are low to none, since the pulse height spectrum would indicate a variation in the signal charge collected. Any odds of depletion of $^3$He in the LPSDs are also very low since for nominal neutron count rates of $1 \times 10^4$ neutron s$^{-1}$ cm$^{-2}$, only about 1ppm of $^3$He atoms would get depleted in 1000 years.

4.5 Beam Window Transmission Measurements using SANS

4.5.1 General Purpose SANS Beamline at HFIR

In Small Angle Neutron Scattering (SANS), elastic neutron scattering, arising from spatial changes, typically of length order of nm, in the nuclear scattering length densities (SLD) of a material, is used to characterize the sub-structure of materials [269–272]. In material science, SANS along with small angle X-ray scattering (SAXS) are used in a complimentary manner to understand the complex structure of materials. Purpose-built SANS instruments produce intense neutron beams with cross-sectional area up to several cm$^2$, allowing for deeper penetration of neutrons, which is useful for studying bulk samples on the order of millimeters [271]. For the purposes of nEDM experiment, SANS technique is ideal for characterizing the transmission loss and coherent scattering of cold neutrons from the beam window materials. The CG2 GP-SANS machine at HFIR is suitable for this proposed research because it can provide 8.9 Å neutrons with a $\Delta \lambda/\lambda$ of 0.13, a high-count rate for good statistics in a short time [273, 274]. The instrument is equipped with large scattering acceptance detector arrays, which can provide a scale of the SANS induced beam divergence for the beam window materials [273, 274].

A schematic of a typical SANS experimental setup is shown in fig. 4.43. A neutron beam is incident on a sample and the transmitted and scattered neutrons are detected by a position sensitive two dimensional detector. SANS measures the scattered neutron intensity, $I(Q)$,
Figure 4.43: A schematic illustration of a SANS instrument. Figure taken from [272].
as a function of the scattering vector, $Q$, which in the case of GP-SANS is defined as:

$$Q = \frac{4\pi}{\lambda} \sin 2\theta$$  \hspace{1cm} (4.35)

where, $\theta$, is the scattering angle and $\lambda$ is the incident neutron wavelength [269–272]. The length scale probed is approximately proportional to $\lambda/\theta$ under the small angle approximation, and is generally in the range of 1 to a few hundred nm. The resolution on $Q$ can be approximated as $\Delta Q/Q \propto \Delta \lambda/\lambda + \Delta \theta/\theta$. Since $\Delta \lambda/\lambda$ is restricted by the instrument’s velocity selector, the dominant contribution to the resolution is from $\Delta \theta/\theta$, which in the small angle limit is can be approximated as $a/L$, where $a$ is the sample aperture size and $L$ is the distance from the sample to the detector [269–272]. If the sample aperture is fixed, then the scale of $Q$ (i.e. $\theta$) is varied by moving the detector away from or close to the sample. Hence, large $Q$ is used to probe small length scale features with the detector close to sample and small $Q$ is used to probe larger objects by moving the detector far away from the sample.

### 4.5.2 SANS Studies of Beam Windows

The purpose of this test was to measure the transmission and scattering loss of 8.9Å neutrons from samples of thin metal window materials at ambient temperature. Two samples of the material candidates for the thin metal windows, Magnesium/Aluminum alloy (AZ31B), Zircaloy-4 (Zr-4), and two samples of the MFM layers of the nEDM cryomagnet, the lead and Metglas, were tested. The properties of these materials are listed in table 4.3. These materials were chosen because of their high transparency to neutrons, suitable mechanical properties as cryogenic vacuum windows and minimal neutron activation. It was important to characterize (i) the transmission, to ensure the window material is not compromising the 8.9 Å flux and (ii), the scattering, to ensure the material will not broadening the beam divergence, which may interact with the off-beam axis components of the main nEDM@SNS experiment; producing large backgrounds. To illustrate this further, the nEDM@SNS experiment’s neutronics geometry has to be considered. There is a 1.5 m gap between the
Table 4.3: Properties of the beam window materials.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Mass Percent Composition</th>
<th>Density [g cm$^{-3}$]</th>
<th>Thickness [cm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mg AZ31B</td>
<td>Mg-96%, Al-3%, Zn-1%</td>
<td>1.77</td>
<td>0.274</td>
</tr>
<tr>
<td>Zircaloy-4</td>
<td>Zr-98%, Sn-1.5%, Fe-0.2%, Cr-0.1%</td>
<td>6.56</td>
<td>0.238</td>
</tr>
<tr>
<td>Lead</td>
<td>Pb-100%</td>
<td>11.34</td>
<td>0.08</td>
</tr>
<tr>
<td>Metglas-2826MB3</td>
<td>Fe-45%, Ni-45%, Mo-7%, B-3%</td>
<td>7.90</td>
<td>0.0029</td>
</tr>
</tbody>
</table>
thin metal vacuum window at end of the neutron guide and the measurement cell entrance. Each measurement cell is 7.5 cm wide. Therefore, the critical angle of beam acceptance of the measurement cells comes out to be 1.43°. The objective of these studies was characterize the sub-structure dependent neutron scattering for the different samples.

**Analysis and Results**

NIST neutron cross section library was used to obtain a first order estimate of 8.9 Å neutron transmission and scattering from the materials in question [275]. As shown in table 4.4, the 1/e attenuation of the materials is much larger than the required thickness and the scattering cross section is small, therefore, for 8.9 Å neutrons, minimal transmission and scattering loss is expected.

The GP-SANS instrument was configured for the measurement described here in the following way. The velocity selector was tuned to provide 8.9 Å neutrons with a \( \Delta \lambda / \lambda \) of 0.13. The sample aperture was 2 mm. Since the primary motivation for test was to study the incoherent scatter ring from the samples, the Q was set to low (L = 1 m) and high (L = 8 m).

To understand the sources of scattering, the differential cross section \( \frac{d \Sigma(Q)}{d \Omega} \), is the primary quantity extracted from a SANS measurements [269–272]. It can be interpreted as the number of neutrons per second [neutrons sec\(^{-1}\)] scattered onto a solid angle unit by the incident neutron flux [neutrons sec\(^{-1}\) cm\(^{-2}\)] and upon normalizing by the sample volume unit, has the dimensions of cm\(^{-1}\). Integrating this over the solid angle gives the total absolute cross section, \( \Sigma_{total} = \Sigma_{absorption} + \Sigma_{incoherent} + \Sigma_{coherent} \), where \( \Sigma_{coherent} \) is from coherent scattering, which comes from the structural information of sample, \( \Sigma_{incoherent} \) comes from the flat isotropic scattering background and \( \Sigma_{absorption} \) is the neutron absorption. From this, the measured count rate can be used to determine the the differential cross section as:

\[
\frac{d \Sigma(Q)}{d \Omega} = \frac{1}{I_0 \cdot A \cdot d \cdot \Delta \Omega \cdot \epsilon \cdot t} \cdot I(Q) \tag{4.36}
\]

where \( I_0 \) is the incident neutron flux on a sample of area, \( A \), and thickness, \( d \), scattered on the solid angle, \( \Delta \Omega \), of each pixel of the detector with efficiency, \( \epsilon \), for a counting time,
Table 4.4: Calculated 8.9 Å neutron scattering cross section (coherent and incoherent) and attenuation length (absorption) from NIST Neutron Cross Section Library for the proposed beam window materials [275].

<table>
<thead>
<tr>
<th>Sample</th>
<th>Scattering Cross Section [cm(^{-1})]</th>
<th>Attenuation Length [cm]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coherent</td>
<td>Incoherent</td>
</tr>
<tr>
<td>Mg AZ31B</td>
<td>0.155</td>
<td>0.004</td>
</tr>
<tr>
<td>Zircaloy-4</td>
<td>0.278</td>
<td>0.001</td>
</tr>
<tr>
<td>Lead</td>
<td>0.366</td>
<td>0</td>
</tr>
<tr>
<td>Metglas-2826MB3</td>
<td>0.949</td>
<td>0.260</td>
</tr>
</tbody>
</table>
t. For these measurement, the thickness of the samples is based on the engineering design requirements of the nEDM cryomagnet beam windows. This means that multiple neutron scattering within the sample can also be an issue. For this test, the sub-structure dependent neutron scattering was of primary interest.

To analyze the data, all the contributing factors to the detector signal need to be measured. The first factor is the actual SANS scattering from sample. The second factor is the scattering from sources other than sample. These sources include scattering from empty sample holder, scattering from collimation slits and scattering from air. This determined by beam measurement with no sample in place, with lithium apertures installed and placing the detector assembly in a vacuum chamber. The third factor is ambient backgrounds and electronic noise. These sources are the detector dark current, ambient neutrons in the reactor cold guide hall building and Cosmic radiation. The background measurement comes from a blocked beam measurement using Cadmium sheet. An isotropic scattering attenuator (PMMA acrylic in this case) is used to characterize the detector sensitivity due to variations in detector tubes/pixels. PMMA acrylic is also used as an attenuator reduce the direct beam flux to prevent detector high count rate dead time inefficiencies.

The raw intensity measured from SANS is:

\[ I_{\text{sample}} = (I_0 \cdot A \cdot d \cdot \Delta \Omega \cdot \epsilon \cdot t) T_{\text{sample+nosample}} \times \left( \left( \frac{d\Sigma(Q)}{d\Omega} \right)_{\text{sample}} + \left( \frac{d\Sigma(Q)}{d\Omega} \right)_{\text{nosample}} \right) + I_{\text{blocked beam}} \] (4.37)

then, the raw intensity with no sample in place is measured as:

\[ I_{\text{nosample}} = (I_0 \cdot A \cdot d \cdot \Delta \Omega \cdot \epsilon \cdot t) T_{\text{nosample}} \left( \left( \frac{d\Sigma(Q)}{d\Omega} \right)_{\text{nosample}} \right) + I_{\text{blocked beam}} \] (4.38)

where the background intensity is measured as:

\[ I_{\text{BKGD}} = I_{\text{blocked beam}} \] (4.39)
The raw sample intensity is corrected after subtracting the backgrounds and no sample intensity. Data is also normalized to the total count rate to account for the counting time and the Poisson noise in the beam intensity from the reactor during the measurements.

\[ I_{\text{corrected}} = (I_{\text{sample}} - I_{\text{BKGD}}) - \left( \frac{T_{\text{sample}}}{T_{\text{nosample}}} \right) (I_{\text{nosample}} - I_{\text{BKGD}}) \]  

(4.40)

The data is further calibrated based on the normalized detector sensitivity taken with a known PMMA acrylic sample at the start of each reactor cycle:

\[ I_{\text{calibrated}} = \left( \frac{I_{\text{corrected}}}{I_{\text{detectorsensitivity}}} \right) \]  

(4.41)

where

\[ I(Q)_{\text{cal}} = (I_0 \cdot A \cdot d \cdot \Delta\Omega \cdot \epsilon \cdot t) T_{\text{sample}} \left( \frac{d\Sigma(Q)}{d\Omega} \right)_{\text{sample}} \]  

(4.42)

This reduced data is then scaled to absolute units by the direct beam flux method, where a direct beam with an attenuator is measured as \( I_{\text{direct}} = I_0 \cdot A \cdot d \cdot \Delta\Omega \cdot \epsilon \cdot t \). Therefore the final differential cross section intensity in units of \([cm^{-1}]\) becomes:

\[ \left( \frac{d\Sigma(Q)}{d\Omega} \right)_{\text{sample}} = \left( \frac{I(Q)_{\text{cal}}}{I_{\text{direct}}} \right) \left( \frac{T_{\text{attenuator}}}{T_{\text{sample+nosample}}} \right) \frac{1}{d} \]  

(4.43)

The two dimensional scattering phase space intensity distribution for the four beam window materials taken at high Q and mid Q are shown in fig. 4.44. The unscattered beam is masked off to emphasize the scattered beam. The intensity distribution can be averaged over the entire annular scattering phase space to obtain a one dimensional SANS plot shown in fig. 4.45a. Figure 4.45b is plotted as a function of scattering angle, \( \theta \), by using eq. (4.35). This is done for ease of interpretation of data in terms of the neutron beam divergence. Figure 4.45b shows that neutron beam divergence from the SANS is much smaller than the neutron beam acceptance angle of the nEDM@SNS experiment’s measurement cells. The figure also shows that the isotropic incoherent scattering is minimal for all the samples except for Metglas. There is some uncertainty on the Metglas sample because the data was taken for not long enough statistics. The scattered beam intensity shows the expected power law.
Figure 4.44: 2D histograms of the SANS scattering from the beam window samples tested.
Figure 4.45: SANS intensity as a function of the scattering vector, $Q$, (a) and scattering angle, $\theta$, (b) for the beam window material samples.
curve for all the samples except for AZ31B, which indicates a possible sub-structure in the AZ31 sample. The AZ31B sample was found to have a shear strain running through the middle, which could have caused this SANS feature.

Sample Transmission

The measured transmission of the sample, $T_{\text{sample}}$, is defined as the ratio of transmission through the sample to the transmission without sample, $T_{\text{nosample}}$. Both transmissions measurements were taken with the PMMA attenuator in place (attenuation factor of $\times 2000$) to prevent the detector from saturating. For the analysis, the transmission measurements were taken with the detector located at the mid Q range (8 m from sample) to find the region of interest for the zero angle neutrons cut. Based on the SANS instrument settings, the beam size was estimated to be 51.1 mm at the mid Q range [276]. Then, the actual transmission data was taken at high Q range (1 m from sample) with the beam size was estimated to be 9.9 mm [276]. The region of interest of 10 mm diameter was used as an analysis cut in two dimensional positional histograms to only integrate over and extract the zero-angle neutrons. These zero angle neutrons are primarily only attenuated by the sample. The magnitude of the transmission loss from each of the samples will help decide on the final material selection for the nEDM windows. The results are shown in fig. 4.46.

The Zircaloy and Mg AZ31 are the candidate materials for the neutron beam windows in the nEDM@SNS experiment. Their attenuated transmission is in agreement to what is expected based on the calculated neutron absorption cross section attenuation. The lead sample shows a slightly lower transmission possibly due to neutron absorbing impurities. The Metglas sample shows a variation in the attenuation transmission from scanning through the region of interest cut based on the expected beam size. This is shown as the red band in fig. 4.46. This variation in transmission from Metglas was caused by the fact that the beam was not centered on the sample center as well as the presence of a large incoherent scattering at high Q shown in fig. 4.44. There is also uncertainty in the percent composition of boron in the Metglas sample. Based on the transmission data in fig. 4.46, the percent mass composition of boron in Metglas can be deduced as 2% to 4%.
Figure 4.46: 8.9 Å neutron transmission from nEDM beam window samples measured at GP-SANS beamline. The green cross shows the expected transmission calculated from the known absorption cross section of the samples. The red band on the Metglas sample shows the variation in the extraction of the attenuated transmission due to a possible misalignment of the beam.
Chapter 5

Discussions and Conclusions

The nEDM@SNS experiment aims to place a new upper limit on the nEDM down to a few \( \times 10^{-28} \) e·cm. This new upper limit has the power to constrain BSM CP violating theories that propose explanations for the baryon asymmetry of the observed universe. The nEDM@SNS experiment plans to reach it’s proposed sensitivity goals by using an innovative technique based UCNs and \(^3\)He in superfluid \(^4\)He. This technique requires a meticulous control over the magnetic fields, and the nEDM@SNS experiment’s cryomagnet will be used to achieve this.

This thesis describes a polarized \(^3\)He based neutron polarimetry experimental setup to measure the neutron polarization and transmission loss from the nEDM@SNS experiment’s cryogenic magnet. A proof of principle of was demonstrated with a neutron polarimetry measurement on a new polarized monochromatic neutron beamline using a compact in situ \(^3\)He spin analyser system. The polarization and transmission measurements conducted measured a neutron polarization upstream of the nEDM cryomagnet, however, a full neutron depolarization, as the polarized neutron beam traversed through the nEDM cryomagnet, was observed.

Since the beam polarization is defined by the guiding magnetic fields, the obvious cause of this depolarization are the spin transport magnetic fields as well as the magnetic fields created by the cryomagnet system. Figure C.1 of appendix C shows the measured magnetic field profiles along the beamline in the upstream and downstream locations of the cryomagnet. They indicate low guide magnetic field zones near the mu-metal shield of the cryomagnet.
apparatus. The dominant field in these regions should be in the horizontal direction. The lack of such a guiding magnetic field from guiding magnetic field components was caused by the physical limitations of placing guiding magnetic field components as well as the magnetic flux capture by the high permeability mu-metal MSE shielding surrounding the cryomagnet. This allowed for the stray magnetic fields to depolarize the neutrons, adiabatically, near the mu-metal beam entry port. The magnetic fields from the cryomagnet $B_0$ coil were also misaligned as the $B_0$ coil was clocked, creating a magnetic field in the beam axis in addition to the horizontal axis. For the future, the plan is to align the cryomagnet $B_0$ coil and mu-metal shield to their ideal positions and repeat the polarization and transmission measurements. The magnetic field profile will need to be verified with 3-axis flux gate magnetometry to ensure the presence of guiding magnetic fields all along the polarized neutron flight path especially near the mu-metal shield. The probe array will also be used verify the $B_0$ magnetic field inside the cryomagnet.

The $^3$He polarization of the cell Soccer as measured via neutron transmission was low as compared to the expected $^3$He polarization from previous EPR measurements on the $^3$He cell Soccer. This is attributed to a possible misalignment of the laser optical components that are responsible for producing the circularly polarised light during the transfer of the in situ system from the laser laboratory to the beamline experimental hall. As mentioned in chapter 3, misalignment of laser optics will produce an offset in the D1 resonance optical pumping, limiting the efficiency of the SEOP process and hence, limiting the maximally attainable $^3$He polarization. Due to the limited size of the in situ system’s heating oven, the cell Soccer fits in the heating oven only in a certain orientation. It is also possible that this is the non-optimal SEOP orientation of $^3$He based on the $^3$He cell orientation effect described in chapter 3.

There may be systematic effects arising from the transfer of polarized $^3$He cell to upstream to downstream of the cryomagnet to measure the neutron polarization loss. In hindsight, the neutron polarization loss from the cryomagnet should have been measured with the polarized $^3$He spin analyzer always kept in the downstream location and the the cryomagnet introduced into the neutron flight path as a retractable “sample”. Due to the infrastructure and logistical challenges associated with treating the cryomagnet as a retractable sample, this
approach was abandoned. In the experimental scheme for measuring polarization as shown in fig. 4.16, it was assumed that neutron polarization was uniform across the cross sectional area of the beam. It would be worth testing this assumption by measuring the neutron polarization across the $^3$He analyzer cell. The neutron beam profile is much wider than the diameter of the $^3$He cell, therefore only the relevant part of the beam traverses through the cell. A four jaw collimator with two horizontal and two vertical neutron absorbing plates that could be adjusted independently can be used to analyze the neutron polarization across the $^3$He cell as a grid [277].

Since the underlying quantities being measured to determine the neutron beam polarization are the transmission measurements through various configurations, any changes in neutron transmission from sources other than the intended configuration setup can lead to a systematic shift in the actual transmission and subsequently, cause a systematic uncertainty in the neutron beam polarization extraction. A low efficiency neutron detector upstream of the polarizer can be used to account for beam fluctuations due to neutron source instability. However, because the precision level, for which the neutron polarization and transmission loss need to measured, is very low, corrections for the higher order effects may not be needed.

The monochromatic beamline 13A also produces $\lambda/n$ wavelengths. It will be a useful check to measure the neutron polarization using the $^3$He cell, Soccer, at 4.5 Å wavelength. Since the neutron $^3$He capture reaction is wavelength dependent, measuring neutron polarization at 4.5 Å will diagnose the analyzing power of Soccer, assuming all other cell parameters are held constant. Similarly, the neutron intensity loss from the neutron absorption in the beam window materials is also wavelength dependent. The transmission loss measurement at 4.5 Å will verify the transmission loss at 8.9 Å measured in this thesis, since the transmission will scale based on the neutron absorption cross at the respective wavelengths.

The SMP neutron polarizer was crudely positioned with respect to the flight tube. A finer positioning of the SMP utilizing feedback from position indicators may help further maximize the polarized neutron yield from the SMP output. A possible redesign of the experimental setup can be done by using the polarized $^3$He as the neutron polarizer and the SMP as the neutron spin analyzer. This avoids the problem of a diverging neutron
beam emerging from the SMP, since \(^3\text{He}\) does not diverge the transmitted neutron beam. Furthermore, the analyzing power of the SMP is much higher, therefore, a larger neutron spin contrast can be observed, albeit limited by the polarizing power of the \(^3\text{He}\) cell. The analysis will also be made more robust by developing an event based data acquisition, which includes the pulse height ADC value for each neutron event in addition to the time of flight and positional information.

The transmission of 8.9 Å neutrons through the various beam window materials to characterize the neutron beam intensity loss was also measured. A lower transmission through the cryomagnet was measured as compared to the expected. This is attributed to the fact the neutron beam had a large horizontal divergence and scattering off the beam window frames. Further studies need to be performed with a tightly collimated neutron beam, for e.g. by using the four jaw collimators as described earlier, to eliminate the beam window frame scattering and obtain a more accurate neutron intensity loss from the beam windows.

The SANS measurements as well as beam intensity loss measurements were performed on the candidate beam window materials for the nEDM@SNS experiment. The SANS measurement on all samples showed that the beam divergence due to SANS from the window materials was smaller than the angular divergence acceptance of the measurement cell. This means that these materials will not cause the neutron beam to interact with off beam axis components of the nEDM@SNS experiment and compromise the expected signal to background ratio of the experiment. These measurements also showed that the beam intensity loss from these window materials was small and agreed with the expectation. In spite of this, a variation on the neutron beam intensity loss on the Metglas sample was observed due to neutron beam alignment issues. The expected Metglas beam intensity loss was also difficult to calculate due to uncertainty in the percent mass composition of the Boron in Metglas. Neutron activation analysis will need to be performed to accurately determine the impurity levels and the mass composition of the window material. This will be used to characterize the activity of each of the window materials to ensure that the expected signal-to-background ratio of the experiment is not compromised.
Performing the upgrades outlined above will allow for a more accurate determination of the neutron polarization after the cryomagnet and thus, the contribution of the cryomagnet toward neutron polarization loss can be determined. These results will verify the cryomagnet design and advance the nEDM@SNS experiment towards assembly and commissioning for physics data taking to place a constraint on the nEDM as an additional source of T/CP symmetry violation necessary to explain the baryon asymmetry of the universe.
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Appendices
Appendix A

Neutron Beam Imaging

Neutron beam imaging was performed using a non-destructive neutron sensitive scintillator screen. The screen consisted of a thin layer, 3µm, of Gd$_2$O$_2$S:Tb$^{3+}$ (Terbium doped Gadolinium Oxysulfide) [278, 279] and is about the size of a letter paper. Gadolinium has one of the largest neutron capture cross sections [109, 280]. The neutron capture reaction undergoes a cascade and produces internal conversion electrons and Auger electrons [109, 280, 281]. Gd$_2$O$_2$S:Tb$^{3+}$ acts as a neutron sensitive medium as well as a phosphorescent from the scintillation created by the conversion and Auger electrons from the capture [278, 279]. The screen is developed with an image reader, which creates a virtual image of the relative intensities of the phosphorescence based on the the relative intensity of incident neutron beam. Beam imaging was performed during the polarization and transmission measurements to understand the neutron beam profile. For high intensity neutron beam, the screen was left in the beam path to activate for a few minutes. For low intensity neutron beams, the exposure time was extended to half an hour or even a full day.
Figure A.1: Image of the neutron beam profile taken in 2010 from the 13A neutron guide.
Figure A.2: Image of the neutron beam profile taken at the end of the BL-13A neutron flight tube.
Figure A.3: Image of the neutron beam profile taken after the Super-mirror neutron polarizer.
Appendix B

Propagation of Uncertainty

The polarization is defined in eq. (4.14) as:

\[ P_n = \frac{R - R_{sf}}{\sqrt{((2\epsilon_{sf} - 1) R + R_{sf})^2 - 4\epsilon_{sf}^2}} \]  

(B.1)

The propagation of uncertainty for the neutron polarization can be done by:

\[ \sigma_P^2 = \sigma_R^2 \left( \frac{\partial P}{\partial R} \right)^2 + \sigma_{R_{sf}}^2 \left( \frac{\partial P}{\partial R_{sf}} \right)^2 + \sigma_{\epsilon_{sf}}^2 \left( \frac{\partial P}{\partial \epsilon_{sf}} \right)^2 \]  

(B.2)

The cross-correlation terms are being neglected due the fact that the measurements are independent of each other i.e. each transmission measurement was taken separately.

\[
\frac{\partial P}{\partial R} = \frac{2\epsilon_{sf} (R_{sf} (-R + R_{sf}) + 2\epsilon_{sf} (-1 + RR_{sf}))}{(-4\epsilon_{sf}^2 + ((-1 + 2\epsilon_{sf}) R + R_{sf})^2)^{3/2}}
= \frac{4RR_{sf}\epsilon_{sf}^2 - 2RR_{sf}\epsilon_{sf} + 2R_{sf}^2\epsilon_{sf} - 4\epsilon_{sf}^2}{((2\epsilon_{sf} - 1) R + R_{sf})^2 - 4\epsilon_{sf}^2}^{3/2} \]  

(B.3)

\[
\frac{\partial P}{\partial R_{sf}} = \frac{2\epsilon_{sf} (-2\epsilon_{sf} (-1 + R^2) + R (R - R_{sf}))}{(-4\epsilon_{sf}^2 + ((-1 + 2\epsilon_{sf}) R + R_{sf})^2)^{3/2}}
= \frac{-4R^2\epsilon_{sf}^2 + 2R^2\epsilon_{sf} - 2RR_{sf}\epsilon_{sf} + 4\epsilon_{sf}^2}{((2\epsilon_{sf} - 1) R + R_{sf})^2 - 4\epsilon_{sf}^2}^{3/2} \]  

(B.4)
\[ \frac{\partial P}{\partial \epsilon_{sf}} = \frac{-2 (R - R_{sf}) (-2\epsilon_{sf} - R^2 + 2\epsilon_{sf}R^2 + RR_{sf})}{(-4\epsilon_{sf}^2 + ((-1 + 2\epsilon_{sf}) R + R_{sf})^2)^{3/2}} \]
\[ = \frac{-4R^3\epsilon_{sf} - 2R^3 + 4R^2R_{sf}\epsilon_{sf} - 4R^2R_{sf} + 2RR_{sf}^2 + 4R\epsilon_{sf} - 4R_{sf}\epsilon_{sf}}{((2\epsilon_{sf} - 1) R + R_{sf})^2 - 4\epsilon_{sf}^2} \] (B.5)

and

\[ \sigma_R^2 = R^2 \left( \left( \frac{\sigma_T}{T} \right)^2 + \left( \frac{\sigma_{T_0}}{T_0} \right)^2 \right) \] (B.6)

\[ \sigma_{R_{sf}}^2 = R_{sf}^2 \left( \left( \frac{\sigma_{T_{sf}}}{T_{sf}} \right)^2 + \left( \frac{\sigma_{T_0}}{T_0} \right)^2 \right) \] (B.7)

\[ \sigma_{\epsilon_{sf}}^2 = \sigma_T^2 \left( \frac{\partial \epsilon_{sf}}{\partial T} \right)^2 + \sigma_{T_{sf}}^2 \left( \frac{\partial \epsilon_{sf}}{\partial T_{sf}} \right)^2 + \sigma_{T_{AFP}}^2 \left( \frac{\partial \epsilon_{sf}}{\partial T_{AFP}} \right)^2 + \sigma_{T_{AFP}}^2 \left( \frac{\partial \epsilon_{sf}}{\partial T_{sf}^{AFP}} \right)^2 \] (B.8)

where,

\[ \frac{\partial \epsilon_{sf}}{\partial T} = \frac{- (T_{AFP}(T_{sf} + T_{sf}^{AFP}))}{((T + T_{AFP})^2(T_{sf} - T_{sf}^{AFP}))} \] (B.9)

\[ \frac{\partial \epsilon_{sf}}{\partial T_{sf}} = \frac{(T(T_{sf} + T_{sf}^{AFP}))}{((T + T_{AFP})^2(T_{sf} - T_{sf}^{AFP}))} \] (B.10)

\[ \frac{\partial \epsilon_{sf}}{\partial T_{AFP}} = \frac{((T - T_{AFP})T_{sf}^{AFP})}{((T + T_{AFP})(-T_{sf} + T_{sf}^{AFP})^2)} \] (B.11)

\[ \frac{\partial \epsilon_{sf}}{\partial T_{sf}^{AFP}} = \frac{(T_{sf}(-T + T_{AFP}))}{((T + T_{AFP})(-T_{sf} + T_{sf}^{AFP})^2)} \] (B.12)
Appendix C

Downstream Polarimetry & Magnetic Field Measurements

C.1 Downstream Polarimetry

<table>
<thead>
<tr>
<th>Settings</th>
<th>Neutron/s/MW</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCS, MSE**</td>
<td>2.73 ± 0.01</td>
</tr>
<tr>
<td>FCS off, MSE off, flipper ON</td>
<td>2.73 ± 0.01</td>
</tr>
<tr>
<td>FCS off, MSE off</td>
<td>2.73 ± 0.01</td>
</tr>
<tr>
<td>FCS off, MSE off, flipper ON</td>
<td>2.71 ± 0.01</td>
</tr>
<tr>
<td>FCS off, MSE on</td>
<td>3.09 ± 0.01</td>
</tr>
<tr>
<td>FCS off, MSE on, flipper ON</td>
<td>3.05 ± 0.01</td>
</tr>
<tr>
<td>FCS off, MSE on</td>
<td>3.03 ± 0.01</td>
</tr>
<tr>
<td>FCS off, MSE on (large current)</td>
<td>3.07 ± 0.02</td>
</tr>
<tr>
<td>FCS on, MSE on (large current), degauss mu-metal coil</td>
<td>2.99 ± 0.01</td>
</tr>
<tr>
<td>FCS on, MSE on (large current), degauss mu-metal coil, degauss metglas coil</td>
<td>3.02 ± 0.02</td>
</tr>
<tr>
<td>FCS on, MSE off, degauss mu-metal coil, degauss metglas coil</td>
<td>3.07 ± 0.02</td>
</tr>
<tr>
<td>FCS on, MSE off, degauss mu-metal coil, degauss metglas coil</td>
<td>3.10 ± 0.02</td>
</tr>
</tbody>
</table>

* Earth’s Field Cancellation Coil
** Magnetic Shield Enclosure Coil

C.2 Magnetic Field Measurements
Figure C.1: The magnetic field profile as measured along the neutron flight path.
Appendix D

Availability of Associated Materials.

- All analysis and simulation codes associated with this work are stored in a private Github repository as well as University of Tennessee Google Drive and available upon request.

- The raw data from the February 2023 and June-July-August 2023 SNS neutron production runs, from which the results presented in this work are based on, is stored in University of Tennessee Google Drive and available upon request.

- All CAD drawings and operating procedures for the experimental setup described in this work are stored in the ORNL Enterprise Document and Record Management (EDRM) system as well as the ORNL Sharepoint repository and available upon request.
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