








Figure 4.1: Hit Display from 05-05-2015, -Z side (Ch1- Ch12).

a sanity check for telescope alignment and it is also reassuring to see each pixel hits

visually in a global coordinate system.

4.2.2 Coincidences count

BRIL group has a station in p5 where a shifter looks at data being taken by multiple

luminometers (PLT, HF, BCMHF) and reports any abnormalities during the data

taking process. It is important to identify and fix fatal communications defect

associated with detector electronics and/or data taking as soon as such event happens.

A script was written to read data off data streams from the machine close to the

detector. This was then used to make a live display of data coming from different

detector channels. This code is deployed to the p5 station at CERN, the closest

point to a detector and data warehouse where data gets saved downstream for the

record. This display lets users know the operational condition of the machine in a

more interactive and user-friendly manner. Fig. 4.2 shows the plot of live coincidence

counts for each telescope for the PLT.
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Figure 4.2: Display of per channel 3-fold coincidences count at P5 from 05-18-2016
(-Z side). The gaussian shape represents the change in coincidence count
during beam scans.

4.3 Alarm Mechanism

A major part of the operation is to know exactly what is going on with the detector.

Some channel could be behaving erratically, channel(s) have dropped out, a quadrant

isn’t sending data, baseline drift or something else could be happening. Since PLT is

a dedicated online luminometer, it is important to know the status, and report any

operational issues to the available experts as soon as events happened.

It is not always feasible to have a shifter at p5 for all the data taking process.

Automatic alarm mechanism was deployed using PLTAnalyzer script, which takes

a running average of the coincidence counts for each channel and reports errors for

prompt diagnostics of detector components. Following is a tentative rundown of

algorithm used for sending alarms:

• Check if coincidence count for channels is greater than some threshold value.

This eliminates spurious alarms during non-stable beams.

• Check if TCDS data makes sense. Often this causes large coincidence counts to

lump into 1 particular nibble that causes spikes in lumi.

• Save the coincidence count for each channel from last N lumi sections to a 2d

vector
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• Get the average of N lumi sections, compare it to sum from this lumi section

• Get the % deviation from average for each channel

• Find the deviation from the average deviation for each channel. This eliminates

alarm to when all channels rise up or fall down similarly.

• Assign a threshold for a channel to go up or down in each lumi section. Send

alarm if a non-zero number of channels deviate from average deviation.

If an alarm criterion is met, per channel coincidence count from the current lumi

section, average from last n lumi sections for each channel, and other statistics is saved

to a log file for future reference. An email is also sent to users if alarm conditions are

met so that operational issues are dealt with promptly.

4.4 Elastic Search - Data warehousing

Data saved to Slink or Histogram files from fast-or take huge amount of time to

analyze just because of the sheer size of the dataset itself. It is desirable to have

a system where one can save some representative data at a lower rate that can be

queried/searched to look for patterns in data. One might be interested in knowing

coincidence count as a function of Fill, lumi section, day, or any other relevant

parameter.

Data is sent to elastic search database at a less granular level. The data gets

saved to the database for some time which can be accessed for diagnostic purpose.

See Appendix ?? for relevant part of the code within PLTAnalyzer.cc.

4.5 Data Validation

BRIL group also has other luminometers that make luminosity measurement by other

methods. After getting the data, an expert generally inspects the data and assigns
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Figure 4.3: Ratio plots for NormTag validation.

good/bad tags to it. PLT, for example, could have had a channel drop out for a fill, run

number, and lumi section rendering the data taken useless. It is not feasible for users

to make plots to all data and comb through each lumi section for any peculiarities. A

code was written to make things easier for users to identify and flag bad data regions.

Make ratio plots to find agreement or disagreement with other luminometers.
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Chapter 5

Event Reconstruction

PLT reports the online luminosity value by using the fast-or dataset. Slink data is

used offline to parametrize the events and look for corrections to be applied to the

luminosity value. In this chapter, reconstructions of events from each PLT data

streams is described. Section 5.1 describes the method used to find the correct

alignment of each telescope which is done before track reconstruction. Section 5.2

and section 5.3 describe the reconstruction of event from fast-or and slink data.

5.1 Telescope Alignment

PLT data is saved in granular level via the slink streams for offline analysis. Each hit

is saved according to its channel number, bunch number, plane number and the pixel

within the plane. In the plane’s coordinate system, each pixel can be identified by its

row and column number where each row is 150µm and each column is 100µm. This

is akin to just the first quarter of cartesian coordinate system with (0, 0) representing

plane’s leftmost pixel from the lowest row.

Each telescope’s position with respect to the CMS coordinate system is known

beforehand. In the telescope coordinate system, midpoints of planes 0, 1, 2, are

positioned at (0, 0, 0), (0, 0.102, 3.77), and (0, 0.204, 7.54) respectively. Hit positions
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from each plane are then translated to the CMS coordinate system with (0, 0, 0) at

the interaction point to look for patterns in measurement data.

A set of hits that pass through all three planes and assumed to be the trace

of a moving charged particle are referred to as tracks. This is analogous the triple

coincidence criteria set for fast-or but with few differences. Unlike fast-or, which uses

the zero-counting algorithm, tracking algorithm is designed to make multiple tracks

from the set of hits and clusters of hits in plane 0, 1, and 2.

For alignment purpose, only the ”cleanest” set of tracks are considered, namely

the tracks with only 1 hit in plane 0, 1, and 2 each. As a reference, the ”ideal”

alignment file is used and the tracking algorithm is applied to sets of hits passing the

triple-hit criteria. Under the ideal assumption, a good track would hit same pixels

(rows, columns) in each plane shifted by the predefined alignment of the PLT planes.

Tracking algorithm makes the best fit to the three hits in each plane of a telescope,

and the residuals are calculated for each such tracks. This step is repeated for a large

number of tracks and the deviation from the ideal alignment is calculated to generate

a final translated alignment file for each data taking period.

5.2 Fast-or triple fold coincidences

Fast-or data stream saves coincidence count for each channel in a form of histogram

where the bunch is the bin number. Each histogram gets cleared every nibble (4096

orbits) and sent downstream to be converted to a luminosity value. For each orbit,

depending on the number of bunches that are made to collide, each telescope is likely

to receive only a few triple-coincidences. Figure 5.1 shows coincidence count for all

telescopes for Fill 4444 from 2015 in a logy scale, with tall bins representing the filled

bunches.

For every bunch crossing, only ... are likely to collide as seen in Figure 3.3.

Out of those colliding particles, PLT is expected to receive only some because of

the detector’s rapidity location, and acceptance region. Each histogram for a given
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Figure 5.1: 3-fold coincidence count for all channels as a function of bunch crossing,
Fill 4444 (2015).

telescope, at the end of a nibble period, receives only around 300 coincidences out

of 4096 orbits as shown in figure 5.1. The coincidence count is the boolean count of

whether there was some coincidence or not. For each telescope, coincidence count (N)

is then translated to luminosity value via the zero-counting algorithm in the form of

−log((4096−N)/4096).

Table 5.1: Time units

Unit Value
1 orbit 11245 Hz
1 nibble 4096 orbits
1 lumi section 64 nibbles

Contribution from non-colliding bunches

As seen in Figure 5.1, coincidences are also recorded for non-colliding bunches. This

contribution could be from the background, secondary interactions, or spill-over from

preceding bins.
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Figure 5.2: Coincidence counts for filled bunches count per nibble, Fill 4444 (2015).
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Figure 5.3: Exponential drop in contribution from non-colliding bunches as a
function of bunch separation from the last filled bunch.
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Figure 5.3 shows the exponential decay in contribution as a function of separation

between bunches. The first non-colliding bunch is at 0.1% of the preceding colliding

bunch. Except for the first non-colliding BX immediately after filled BX, exponential

drop (defined by tau of ≈ 90 BX) can be seen for all gaps. As such, contributions

from non-colliding bunches is extremely low.

5.3 Slink Tracks

As described in section 3.4, slink is designed to save only some of the hit information

based on some predefined trigger setup. Fig. 5.4 shows the number of tracks per

bunch crossing. The tall towers represent the colliding bunches and the rest are the

non-filled bunches. Contribution from non-filled BX is very low.

Figure 5.4: nTracks (log) per BX, Fill 4444 (2015) at random trigger.

Given a set of hits on a set of planes, the tracking algorithm is used as described in

5.1 to make tracks which can then be used to parametrize the measurement dataset.
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For each track, reconstruction of slopes and residuals in x and y-direction, and the

beam spot position are described below.

Track Slopes

The best fit line drawn for a set of hits on 3 planes have slopes that are defined

by the geometry of the PLT. Since the telescopes are placed at some angle to the

interaction point in the y-direction of the CMS coordinate system, the mean y-slope

centers around the PLT global position. At the same time, x-slope is centered around

0 because there is no preferred direction for a track to go in the x direction. Figure

5.5 shows the x and y slopes for a sample of tracks. Slope-y is centered around 0.027

and slope-x is centered around 0.0 as expected.

Figure 5.5: Reconstruction of slope-x and slope-y.
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Track Beamspot

Beam spot is defined as the position of the track in the x-y plane at the interaction

point i.e. at z=0 in CMS coordinate system. Figure 5.6 shows the beam spot(cm)

seen by the telescopes in both sides of the interaction point from Fill 4444, 2015. The

inner blue ring is an ellipse drawn such that major and minor axis represent 3σ of

x and y mean separately. The center of the ellipse is positioned at (x̄, ȳ). Most of

the tracks seem to be coming from within 2.25 cm of the IP, the beampipe size. The

”arms” arise due to the acceptance region of individual telescopes, which is not quite

symmetric due to the absence of two telescopes on one side.

Figure 5.6: Reconstruction of beam spot at Z=0 plane. Ellipses drawn at 3 sigma
and 5 sigma away from the mean of X, Y.
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Track Residuals

Residuals from each track in x and y directions are just the absolute distance between

the best of fit line and the position of hits in each plane. Fig. 5.7 shows the x and

y residuals for a sample of tracks with a landau-like shape with long tails. The high

peak near 0 means that most of the tracks have small residual i.e. the hits of tracks

and their best fit line are not very far off. This makes sense because the charged

particles have very little time to shift directions in between planes. The discreteness

in pixel size, however, introduces some smearing into the residuals. The number of

tracks with larger than 3mm residual is extremely low as shown in figure 5.7.

Figure 5.7: Track residuals in x, y direction for a sample run.
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Chapter 6

Determination of the Luminosity

Correction

6.1 Introduction

The goal of the luminosity measurement experiment is to find the true measure of

proton-proton collisions. The LHC sends billions of protons on a head-head collision

in a collection of protons called bunches, among which only some protons collide at

a given time to produce secondary particles. PLT, located at about 171 cm away

from the interaction point and at rapidity, η, of ∼ 4, inclusively measures the charged

particles.

Within each filled bunch, the profile of the transverse density of protons is expected

to be gaussian. Some protons, however, leak into neighboring bunches as seen in

Figure 5.1. Furthermore, protons can collide with elements within the beam pipe to

produce spurious tracks. Some protons leave the ideal orbit and interact with rest

gas atoms as the vacuum is not perfect, which causes secondary particle production

resulting in extra tracks. Fig. 6.1 shows a schematic of tracks from several sources

that can be distinguished via the track parameters–slopes, residuals. Generally, the

tracks that PLT detects can be categorized as follows:
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1. Tracks from IP + lumi

2. Tracks from IP with scatter + lumi

3. Tracks parallel to beam from collision with beam gas and obstructions far away

from the IP - extra

~zIP

(1)

(3)

(2)

Figure 6.1: Different sources for tracks entering the PLT during proton-proton
collisions. IP refers to interaction point and is the origin of genuine
tracks responsible for luminosity.

Two different procedures were applied for quantifying the correction term due to

accidental tracks for luminosity in 2015 and 2016. Early 2015 data was compromised

by the ”bug” introduced during the firmware update. Algorithms used to replicate

the effect in the luminosity measurement introduced by the bug will be described

in section 6.2, firmware issue. Procedures used to find the corrections based on

track parameters for 2015 and 2016 are described in section 6.3.2 and section 6.3.3

respectively.

For the 2016 data, vdm scan data was used as a baseline to define track parameters.

During vdm scan, 32 bunches are made to collide out of 3564 bunches. This means

there is a very small chance of the measured events to have originated from the

secondary collision as mentioned earlier. Section 6.3.3 describes the theory behind

the maximum likelihood fit method used to parametrize track parameters from the

50



vdm scan and section 6.4 provides the resulting fit to higher luminosity regime to

assign a correction as a function of luminosity itself.

6.2 Firmware Issue

On July 31, 2015, a software bug got introduced while making a firmware update

which affected how Fast-OR recognized more than 3 hits on a plane. A hit on a given

plane corresponds to a charge deposit above a threshold. This charge is translated into

a numerical value by the ADC in the FED. The charge deposits in every other double

column are added together. Up to three levels of this signal can be distinguished

to arrive at a multiplicity count inside the detector plane. The ADC value range

is smaller than the dynamic range of the possible charge deposits of more than 2

hits and hence saturates. Instead of repeating the highest saturation value at high

multiplicity the value was set to zero in the FED with this firmware upgrade. Hence,

it reported no hit and even if the other two planes also registered at least one hit

the FED would not recognize this as triple coincidence. As a result, the coincidence

count underestimated by a small fraction as the likelihood for 3 hits or more on a

single plane was low. To correct for this effect it was implemented algorithmically.

It was decided with a counting of such cases from the ADC values obtained from a

transparent buffer.

To understand the effect of firmware issue, one has to know how FED receives

signals of hits from each plane sensor. Every sensor is divided into 52 columns which

are grouped into 26 double columns. Column (1,2), (3,4), (5,6) and so forth. Fast-

OR records the occurrence of hits on a given double column, checks if there were

hits on other two planes, and saves the result as 0/1 based on whether there was a

triple-coincidence or not. The firmware undercounted the triple coincidences when

one or more panels had more than 3 double columns hits for a given time period. To

account for this issue, the correction was described with full pixel data. As this data

contains all registered hits the expected Fast-OR rate was calculated with events that
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had less than 3 hits. This rate can then be compared to accurate counts from the full

pixel data to get the correction factor.

Figure 6.2: Missing Pixel rate from Fill 4444 averaged over 5 minute interval.
Missing rate from the transparant buffer is represented by +.

The red points(algo1) simply counts the number of double columns and is,

therefore, higher than the rate from the transparent buffer. This overcounting occurs

as adjacent double columns are blinded by choice of the trigger on the readout chip.

The yellow points(algo4) includes the requirement for adjacent columns on both rows

and columns and is, therefore, lower than red and lower than the rate from the

transparent buffer. This is expected as FED only checks for adjacency requirement

on columns. The green points (algo3) counts the number of double columns with

non-adjacent columns and the blue points (algo2) simply counts the number of non-

adjacent double columns, both of which undershoot the rate found via the transparent

buffer. This simply demonstrates that the trigger based on double columns in the
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readout chip does not consistently blind adjacent columns. Therefore, an average

between algo1 and algo2 had to be found to match the relative rate of missing triple

coincidences. This introduces some arbitrariness in the acceptance of the detector. It

is included in the calibration constant σvisThe rate was eventually chosen to be the

one taken from the transparent buffer.

6.3 Accidental Correction

There are pure noise or random track contributions to the Fast-OR counting in the

PLT that need to be subtracted before translating the Fast-OR rate into luminosity

as described in sec 2.4. Two different methods were used to identify such and

count accidental tracks. Section 6.3.2 describes the method used in 2015 where

we define accidental tracks as those that fall outside a region in the distribution

of track parameters. The relative contribution from the sideband populations is

used as a relative correction to the luminosity value. Section 6.3.3 describes an

alternative method first applied to 2016 data that uses a maximum likelihood fit to

track parameters distribution.

6.3.1 Track Parameters

PLT is positioned so that it accepts tracks that originated at the IP coming at a

particular angle. Background tracks are less likely to pass through all three planes

of the telescope because of the way plane 0, 1, and 2 are positioned. Still, stray

protons could collide with other stray protons to produce secondary particles that

pass through all planes of a telescope which can be mistaken for genuine tracks.

Sub-particles could also collide with instruments/molecules in the tube to make fake

tracks.

The slope-y of all tracks is expected to be a distribution with a mean close to

the telescope’s slope against IP and slope-x mean is expected to be close to 0. The
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goal is to look at the data and see how track parameters change with respect to the

parameters from the vdm scan where beams were far separated, and SBIL was close

to 0.

Track parameters at VdM

Beam conditions for vdM are different than the regular nominal physics operation,

with lower beam intensities and a large separation between few dozens of filled

bunches. As such, contribution from the background is expected to be lower, esp

since the trigger is only set for colliding bunches. Figure 6.3 shows the number of

tracks as a function of beam separation during the ”Y1 scan” in 0.5 σ steps. Special

trigger was employed for vdm scan to collect as many tracks as possible. 32 colliding

bunches and 5 con-colliding bunches were triggered for Fill 4954.

Figure 6.3: Number of tracks vs Beam separation, VdM Fill 4954(2016).

At higher luminosities when the trigger is random and the per instantaneous

luminosity is higher, however, non-luminosity contributions as explained in 6.1 are

expected to increase. The goal is to find this extra contribution to luminosity

measurement as a function of luminosity itself. Probability mass function of track
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parameters slope-x and slope-y was constructed using 50566 tracks reconstructed

by applying the triple-hit condition for the 0 mm separation of beams during

VdM separation scan(Y1). Afterward, deviations from the distributions at higher

luminosity was investigated to find out the extra tracks that are seen beyond what is

seen at vdm.

6.3.2 5 Sigma Cut Procedure

For the 2015 run period, fill 4444 was chosen as a representative fill where PLT had the

least operational issues. Uncertainty to luminosity was assigned by making quality

cuts to track parameters. As shown in Figure 6.4, a Gaussian was fitted to slopes

and residuals, and tracks falling outside the cut boundaries were investigated.

Figure 6.4: Slope-y from Fill 4444 with sigma cut boundaries.

It was found that applying cuts outside 4.5 to 5σ and 5 to 5.5σ had little impact

on the accidental correction. A combined cut of 5σ was applied to both slopes and

residuals to define a bad track. Table ?? shows the various cuts applied to slopes and

residuals. An uncertainty of 1.5 % is assigned to accidental definition resulting from

the change in cut criteria.
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Table 6.1: Variation in the measured accidental rate with different sets of cuts in
track parameters.

|Sx| cut |Sy − SPLT | cut Rx cut (cm) Ry cut (cm) Measured Accidental Rate
0.002 0.007 0.03 0.03 11 %
0.03 0.0105 0.03 0.03 8 %
0.03 0.0105 0.02 0.02 10%

6.3.3 Maximum Likelihood Fits

Suppose that we have a sample of some n number of independent observations

x1, x2, ..., xn from a theoretical distribution f(x|θ) where θ is the parameter we would

like to find. Let f(x1|θ) be the probability of observing x1 data given theta parameter

for function f . Then, the probability of observing x1, x2, ..., xn data is given by the

likelihood function

L(θ|x) = f(x1|θ)f(x2|θ) · · · f(xn|θ) (6.1)

Since we have x1, x2, ..., xn data and we would like to know what θ is, L is

maximized by
dL

dθ
= 0

For distributions of the exponential nature, maximum of the logarithm of L can

be found via
d(lnL)

dθ
= 0

The solution to θ̂ is the maximum likelihood estimator for parameter θ for a given

sample. For other samples, θ̂ could be different and thus θ̂ is a probability distribution.

The standard deviation on θ̂ gives the size of the error in our estimation for true θ.
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Likelihood Fit of slope-x at vdm

The alignment of telescopes is such that there is no preference for slopes to have

a particular slope in the x-direction if a track truly originates from the interaction

point.

V dM X = Gaussiancore(σ1, µ1) + f1 ∗Gaussianoutlier(µ2, σ2) + f2 ∗Gaussian(µ3, σ3)

Figure 6.5: SlopeX model using reconstructed tracks from vdm scan at nominal
separation.

Fig 6.5 shows the model used for the x-slope of the tracks during VdM Y1 scan

Fill 4954. The main signal is dominated by a core Gaussian (red), a broader gaussian

(green) and yet another gaussian (dashed blue) that spans the range of x-slope. The

mean value for all the pdfs is close to zero, which is due to the fact that there is no

reason for a track to have any preference in the x− y plane.
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Likelihood Fit of slope-y at vdm

The middle plane of each telescope is placed 0.102 cm higher(lower) than first(third)

plane. Since the length of telescope is 7.5 cm, the y-slope of the telescope itself is

around 0.027 which is what y-slopes of tracks is expected to be on average.

Figure 6.6: SlopeY model using reconstructed tracks from vdm scan at nominal
separation.

Fig 6.6 shows the 3 gaussian fit to the slope-y data from VdM Fill Y1 scan. The

main signal is dominated by the core gaussian centered at around 0.027, another

gaussian, and one bifurcated gaussian with large σ1 and σ2.

V dM Y = Gaussiancore(σ1, µ1)+f1∗Gaussianoutlier(µ2, σ2)+f2∗BiGaussian(µ3, σ31, σ32)

Combined Fit

A combined model is constructed using the parameters fixed for both slope-x and

slope-y with an extra pdf on top of vdm-x and vdm-y models. The extra contribution

to the pdf is allowed to float with a common fraction f for both slopes. Figure 6.7

shows the combined fit to one sample data from a regular fill. Both slope-x and
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slope-y have a predefined shape of the signal taken from the individual fits to slope-x

and slope-y.

Combined F it = (V dM X + f ∗ Extra x)× (V dM Y + f ∗ Extra y)

6.3.4 Fit Validation

For each individual fit to slopes, different distributions were tested, including gaussian,

polynomials, and double Gaussians. For slope-x, for instance, a double gaussian

eventually converged back to a gaussian.

As mentioned earlier, there were 50566 reconstructed tracks from the vdm scan.

Some of these tracks, however, came from the non-colliding bunches (5 out of 37

triggered bunches were colliding bunches). The Same fit was done for tracks from

colliding and non-colliding bunches separately and it was found that there was not

much difference in the fit parameters with the changes.

6.4 Results

The combined model is then fitted to reconstructed tracks from regular fills at higher

luminosities. A bifurcated gaussian is used as an extra pdf for slope-y, and a regular

gaussian was used as an extra pdf on top of the slope-x model. Figure 6.8 shows the

increase in the area under the magenta curve as a function of SBIL. The blue line,

2.2% + SBIL * 1.4%, is from correction to 2015 data where 5σ cut was applied to

slopes and residuals. The black dots which increase with a slope of 0.82 as a function

of SBIL, is from 2016 data where likelihood fit method was applied. The fitted line

to the black dots goes all the way back to 0, which is the vdm scan with very low

value for SBIL. The dotted lines around the black dots represent the uncertainty in

the frac3.

59



Figure 6.7: Combined Fit to the Model.

6.4.1 Toy Monte Carlo Simulation

A monte-carlo toy simulation was performed to understand the relationship between

the accidental cut applied for 2016 data and the fraction of the magenta curve from

the likelihood fit. For a sample Fill, 100,000 tracks were generated with parameters

from the combined model and the fraction of magenta was fixed to some value. A

single gaussian was fitted to slope-x and slope-y separately, and the sigma and mean

was extracted. Afterward, the number of tracks falling outside the 5σ cut on slope-x

and slope-y was calculated multiple times for a given fraction3. The result is shown

in figure 6.9 and it shows a linear relationship between the area under the magenta

curve and the 5 sigma cut. The slope from the fit is 0.82, and the intercept is 7.63.

Slope less than 1 implies that the area under magenta curve increases faster than the

area outside the 5 sigma cut.

It should be noted that the 5 sigma cut applied for 2015 data was on both the

slopes and residuals. Maximum likelihood fit was done for the relevant independent

variables, the slopes, and residuals are simply taken as a measure of track quality. A

correction was then applied to the 5 sigma cut procedure that was applied to 2015

data.
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Figure 6.8: Coorection as a function of Single Bunch Instantaneous Luminosity
(SBIL). The dashed line correspond to the error bars in fraction of
non-lumi contribution.
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Figure 6.9: Extrapolation of fit model to high accidental fractions vs the counting
of the track in tails (outside 5σ) variable distributions.
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6.5 Conclusion

I built data pipelines for real-time data visualization and monitoring, wrote alarm

system for anomalies detection by inspecting time-series data. I also wrote codes to

make event reconstruction, analysis code to make statistical models for classification

and prediction of signal and background events in data sets.

Correction to the luminosity measurement by the Pixel Luminosity Telescope

(PLT) for the CMS experiment at the Large Hadron Collider was calculated for

2015 and 2016 run period using data-driven statistical methods. The result from

likelihood fits was used to improve the background subtraction from nonluminosity

contributions.
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A

Pixel Luminosity Telescope

A.1 PLT Channel Map

Table A.1: PLT Channel Map -Z

Pixel

FED Ch

mFEC mFEC

Ch

Physical

01 8 1 -N 5

02 8 1 -N 13

04 8 1 -N 21

05 8 1 -N 29

07 8 2 -F 5

08 8 2 -F 13

10 8 2 -F 21

11 8 2 -F 29

Table A.2: PLT Channel Map +Z

Pixel

FED Ch

mFEC mFEC

Ch

Physical

13 7 1 +N 5

14 7 1 +N 13

16 7 1 +N 21

17 7 1 +N 29

19 7 2 +F 5

20 7 2 +F 13

22 7 2 +F 21

23 7 2 +F 29

A.2 Zero - Counting Algorithm

if (topic == plthistT::topicname()){

plthistT* dataptr = inheader->getChannelID(); # pointer to data stream

for every nibble::# 1 nibble = 4096 orbits
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lumiNB = 0.0

for (int ch = 0; ch < n_active_channels; ++ch) {

chLumi = 0.0

for (int bx = 0; bx < 3564; ++bx) {

nCoinc[bx] = dataptr->payload()[bx]

nZeroes[bx] = (4096 - nCoinc[bx] )/(4096)

chLumi[bx] += -log(nZeroes[bx])* calib_factor

bxzero[bx] = calib_factor * chLumi[bx]

}

lumiNB += sum(chLumi)/n_active_channels

}
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