




(a) (b)

Figure A.2: A 2D DSMC simulation (a) compared to Equation A.2, (b), for a cold
surface surrounded by a free molecular gas in stationary flow.
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Appendix B

Discussion of the FMFlux Program

In Chapter 2, the terms nodes and integration points were used interchangeably.

This is because in FMFlux they are the same thing. Nodes are points distributed

across the geometry at which the flux density is calculated. Integration points are

the points assigned to each face of the geometry in order to be able to integrate

over the surface. The methodology in FMFlux is to use the integration points as

the nodes. However, one could also choose nodes to be a different set of points

and then interpolate flux density values from the nodes to the integration points

when performing the integration. The benefit of the latter method becomes clear

when considering geometries in which blocked views can occur. In this case, the

amount of surface area visible to one node is not the same as the amount visible

to a neighboring node. The ‘view’ is different from each node. In order to get an

accurate integration over the surface, the integration points should be assigned to

the visible area for each node. In other words, each node would have it’s own set

of integration points corresponding to it’s view of the geometry. With the method

used in FMFlux, the same set of integration points is used for every node. Simple

illustrations of the different methods are shown in Figures B.1 and B.2. Certainly

the former method is the more accurate one. However, the computational strain of

that method could easily get enormous. As an example, consider a simple geometry
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consisting of only 10 rectangular faces using 5 integration points per dimension per

face. With the methodology used in FMFlux, this results in 250 nodes distributed

across the geometry and the matrix in Equation 2.10 would be 250× 250 for a total

of 62500 elements. For the same number of nodes in the latter method, one could

have up to 250 of these matrices, one for each node, and 2503 = 1.5625 × 107 total

elements.

Figure B.1: Illustration of calculating visible areas using a different set of integration
points for each node.

Figure B.2: Illustration of calculating visible areas using the method in FMFlux. The
same set of integration points is used for each node, but only the integration points visible
to the node contribute.

The error resulting from using the method in FMFlux can be illustrated by

considering a rectangular area that is blocked in increments by some other surface. In

FMFlux, when the line of sight between a node and an integration point is blocked,
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the node receives zero contribution from the integration point. This results in Figure

B.3. As can be seen, the error in the calculated area can be mitigated by using

more integration points. However, this results in a heavier computational load so the

trade-off must be considered. In situations of either no blockage or complete blockage

of surface areas, this error is not present.

Figure B.3: Illustration of the error inherent to the method used in FMFlux when
calculating areas that are partially blocked. Shown are the results for a rectangle as
a function of blocked area. The area calculated by FMFlux is shown for 3, 5, and 7
integration points per dimension.
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Appendix C

Characterization of the Effusion

Cell

The experiment outlined in Chapter 4 requires the film to be grown uniformly over

the QCM and the mirror in order for the measurements from each component to be

comparable to the other. The film uniformity can be determined by analyzing the

flux distribution arising from the effusion cell. The effusion cell is essentially a can

with a large orifice in the back to allow water vapor to enter and a small orifice in

the front for water vapor to exit towards the deposition surfaces. A drawing of the

effusion cell can be seen in Figure C.1. If the flow is free molecular inside the effusion

(a) (b)

Figure C.1: An external view of the effusion cell, (a), and a cutaway view through the
axis, (b).

97

Approved for public release; distribution is unlimited.



cell, then the flux leaving the orifice is described by the Knudsen cosine distribution.

The leaving flux from the effusion cell orifice into the solid angle dΩ is then

qlvg =
n〈v〉
4π

cosφ dΩ, (C.1)

〈v〉 =

√
8kBT

πm

where n is the number density inside the effusion cell and φ is the angle from the

effusion cell axis. The part of this flux that arrives onto some deposition surface is

given by the projection of dΩ onto the surface such that

qarr =
n〈v〉A
4πs2

cosφ cos γ, (C.2)

where A is the area of the effusion cell orifice, s is the vector from the orifice to a

point on the deposition surface and γ is the angle from the deposition surface normal

to s (see Figure C.2).

(a) (b)

Figure C.2: Geometry to describe the flux leaving from the effusion cell (a) into solid
angle dΩ and (b) onto a surface.

The QCM and mirror are 1.6cm off of the effusion cell axis and each has a diameter

of about 1.27cm. To find the uniformity over the area of both of them, a disc of radius
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1.6cm + .635cm = 2.235cm centered on the effusion cell axis is used to model the

deposition area. The angle of incidence to the effusion cell axis is 20◦. Denoting the

vector from the center of the orifice to the center of the deposition disc as s0 and the

angle of incidence as φ0 and setting coordinates as in Figure C.3 the vector s can be

written as

s = s0 + r = r cos θ î + (r sin θ + s0 sinφ0) ĵ + s0 cosφ0 k̂, (C.3)

where θ is the angle on the disc from the x-axis. The required angles are

Figure C.3: The setup to find the film uniformity over the QCM and mirror.

cosφ =
s0 · s
|s| |s0|

=
s0 + r sin θ sinφ0√

r2 + s20 + 2rs0 sin θ sinφ0

, and (C.4)

cos γ =
s · k̂
|s|

=
s0 cosφ0√

r2 + s20 + 2rs0 sin θ sinφ0

,
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and, defining q0 ≡ n〈v〉
4

, the normalized flux density arriving on the deposition disc is

qarr
q0

=
A

π

[
s20 cosφ0 + rs0 sin θ sinφ0 cosφ0

(r2 + s20 + 2rs0 sin θ sinφ0)
2

]
. (C.5)

Equation C.5 is shown in Figure C.4 where the values φ0 = 20◦, s0 = 18.25 cm, and

A = .08 cm2 have been inserted.

Figure C.4: Equation C.5 for the deposition disc. The outlined circles show the locations
of the mirror (left circle) and QCM (right circle).

The result shown in Figure C.4 has assumed that the flow in the effusion cell is

free molecular. This is quantified through the Knudsen number which is defined as

the ratio of the mean free path to some characteristic dimension of the system, i.e.

Kn =
kBT√

2πd2PL
, (C.6)

where d is the kinetic diameter of the gas molecule, P and T is the pressure and

temperature of the gas, and L is a characteristic dimension. Knudsen numbers greater
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than one indicate the flow is free molecular. Knudsen numbers between about 1 and

.01 indicate transitional flow where the rules of free molecular flow do not strictly

apply. The kinetic diameter of water molecules is d ≈ 2.8Å and for the effusion cell

L ≈ 5.23cm. Equation C.6 is shown with these values in Figure C.5 for a 300K gas.

As can be seen, pressures of about 1mTorr or less are needed for free molecular flow

in the effusion cell.

Figure C.5: Knudsen number inside the effusion cell over a range of pressures.

During the testing of the zeolites (see (Rogers (2011))), the mass loss rate (mg/s)

was measured over time. The effusion cell pressure can be found by conservation of

mass in steady state through

P =
ṁ

A

√
2πkBT

m
, (C.7)

where ṁ is the mass loss rate of the zeolites. This is shown in Figure C.6 for a typical

mass loss rate curve of the zeolites using an approximately 40g sample. Although the

outgassing in the UHV chamber should be faster than what was measured in Figure

C.6 (due to a lower chamber base pressure) the effusion cell pressures can be expected
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Figure C.6: A typical mass loss rate curve for a 40g sample measured during testing of
the zeolites shown with the predicted effusion cell pressure (Equation C.7).

to stay above the ≈ 1mTorr range needed for free molecular flow in the effusion cell

for quite some time.

Flux distributions from an orifice when the flow is in the transitional regime are

more directional than the cosine distribution of free molecular flow. Accordingly,

these flux distributions are often fit to a cosn distribution of the form (Ohring (2001);

Thakur and Sahu (2004); Sahu and Thakur (2006))

qarr
q0

=
A (n+ 1)

2πs2
cosn φ cos γ. (C.8)

Consider the setup shown in Figure C.3 for normal incidence deposition such that

φ0 = 0◦. In this case, the situation is axisymmetric and can be simulated using the

2D/Axisymmetric DSMC code DS2V (Bird (2005)). Two cases were simulated, the

first set the pressure in the effusion cell to 1mTorr to verify free molecular flow at

that point. In the second case the pressure was set to 40mTorr, a point near the

peak shown in Figure C.6. Images of the two simulations can be seen in Figure C.7.
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(a)

(b)

Figure C.7: Screenshots from the DS2V simulation of the effusion cell with pressures
of 1mTorr (a) and 40mTorr (b). The black surface on the right in the images is a perfect
absorber.

The effusion cell is to scale, but the absorber was placed only 11.8cm away from the

orifice (rather than the 18.25cm of the experimental setup) in order to increase the

flux arriving on the surface and decrease the statistical error in the simulation. The

flux on the absorber is shown in Figure C.8. The flux distribution is already beginning

to pull away from the cosine distribution at 1mTorr. At 40mTorr the distribution is

significantly different. A non-linear least-squares fitting algorithm (e.g. see (Landau

et al. (2007))) was used to fit Equation C.8 to the 40mTorr simulation data shown in

Figure C.8. The resulting value for the exponent was n = 1.35.
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Figure C.8: The flux on the absorber for effusion cell pressures of 1 and 40mTorr. The
cosine distribution shown is given by Equation C.5 with s0 = 11.8cm, A = .08cm2, and
φ0 = 0. The cosn distribution is given by Equation C.8 with n = 1.35.

Figure C.9 shows the use of Equation C.8 to analyze the flux distribution on the

deposition disc of the experimental setup (Figure C.3) and a side-by-side comparison

to the pure cosine distribution is shown in Figure C.10. The total flux on either

component is identical. However, it would be desired for the flux to be more uniform

over both components. The interferometer only measures the thickness at the center

of the mirror while the QCM measures the total mass deposited. As such an accurate

determination of the density of the film requires a uniform distribution. One option

to get a more uniform distribution would be to modify the effusion cell to produce

a more collimated molecular beam. However, a more uniform distribution can be

obtained with the current setup. By plotting the flux along the y-axis of Figure C.3,

it can be seen that the peak of the distribution actually occurs a few centimeters

below the effusion cell axis (see Figure C.11). If the location of the mirror and QCM

were set to coincide with the peak of the distribution rather than the effusion cell

axis, then a more uniform distribution could be obtained.
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Figure C.9: The predicted flux distribution on the QCM and mirror at 40mTorr using
the cosn distribution of Equation C.8 with n = 1.35. The outlined circles show the
location of the mirror (left circle) and QCM (right circle).

Figure C.10: Side by side comparison of the flux arriving on the QCM and mirror from
(a) a pure cosine distribution and (b) the cosn distribution.
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Figure C.11: The calculated flux distributions along the y-axis for a pure cosine
distribution and the cosn distribution with n = 1.35. The peak of the distributions
occur about 4 to 5cm below the effusion cell axis for the 20◦ angle of incidence.

Shifting the deposition disc down a distance y0 (Figure C.12) along the y-axis

gives

s = r cos θ î + (r sin θ + s0 sinφ0 − y0) ĵ + s0 cosφ0 k̂,

cosφ =
s0 + r sin θ sinφ0 − y0 sinφ0√

r2 + s20 + y20 + 2 (rs0 sin θ sinφ0 − ry0 sin θ − s0y0 sinφ0)
, and (C.9)

cos γ =
s0 cosφ0√

r2 + s20 + y20 + 2 (rs0 sin θ sinφ0 − ry0 sin θ − s0y0 sinφ0)
.

This result of centering the QCM and mirror on the peak of the distributions is

seen in Figure C.13. They receive a greater magnitude of flux and a more uniform

distribution at the peak location relative to what they receive at the location of the

effusion cell axis.

106

Approved for public release; distribution is unlimited.



Figure C.12: The coordinate system with the deposition disc being lowered along the
y-axis away from the effusion cell axis.
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(a)

(b)

Figure C.13: The flux from (a) a pure cosine distribution, and (b) the cosn distribution
with the mirror and QCM centered on the peak of the distributions rather than the effusion
cell axis.

108

Approved for public release; distribution is unlimited.



Appendix D

Discussion on Prevention and

Non-Thermal Removal of

Cryodeposits

The ideal solution to cryodeposits would be to prevent them from ever forming in the

first place. A close second would be to have a non-thermal method of easily removing

them. Neither of these calls to mind an obvious method to attain them nor has any

practical method been established. There are some ideas that may eventually be

made effective, however, and this section discusses some of them.

D.1 Molecular Barrier

One idea to prevent cryodeposits on cryogenic optics is to use a molecular barrier

(see Figure D.1). Helium and hydrogen are the only two common gases that do

not condense in deep cryovacuum (see Figure 4). Helium is the logical choice of

the two as it is the heavier molecule and so can influence impinging contaminant

molecules better through molecular collisions. Also, hydrogen is flammable and could

cause safety hazards in large concentrations. Use of helium has been considered for
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contamination control on satellites in orbit and has been shown that it could be

effective at reducing contamination by maintaining a cloud of non-condensable gas

around cryogenic optics (Cathcart and Macrossan (1995); Tribble et al. (1996)). In

a vacuum chamber though, there are additional considerations. Release of a non-

condensable gas in the chamber will raise the chamber pressure which, in a cryogenic

vacuum chamber, can also cause undesired heat transfer between warm and cold

surfaces. The result is that a molecular barrier will only be practical if it can reduce

contamination at flow rates less than the rate that it can be pumped out of the

system. This is a very difficult requirement to meet. The pumping speed of helium is

notoriously slow and requires specially designed pump systems, such as those used in

helium leak detectors, to be pumped efficiently (Hablanian (1997)). Also, a molecular

barrier will be completely ineffective unless the helium flow rate is large enough to

create a localized high pressure region, a region that is not in free molecular flow,

around the surface to be protected.

Figure D.1: Sketch of the molecular barrier or ‘helium curtain’ idea.

Quantifying what flow rates of helium would be necessary to create an effective

molecular barrier is a difficult task. The situation is a mix of free molecular flow (the

contaminant background gas) with viscous flow of helium near the cryogenic surface.

DSMC is the standard tool for calculation of free molecular and transitional flow
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properties. However, it is not well suited to this situation. DSMC operates by directly

simulating gas molecules and tracking their movement throughout the flow region. Of

course not every gas molecule that would exist in the real gas is simulated, rather each

simulated molecule is weighted to represent a large number of real gas molecules. For

DSMC to be accurate, the percentage of simulated molecules for each species must be

the same as that in the real gas. This leads to problems in situations where the number

density of various species is disparate. For the case of the molecular barrier, either

the number of simulated helium molecules is too large to be simulated practically

(within a run time of days to weeks) or the number of background molecules is too

small to give accurate contamination statistics. Several trial and error attempts were

made to find a compromise in the simulated to real molecule weight that would

allow for a reasonable simulation. The results were limited at best, but did indicate

that the helium flow rates would need to be considerably larger than the estimated

pumping speed of helium in order to reduce any contamination on the optics. This

indication reduced the attractiveness of pursuing the problem further and effectively

rules out the molecular barrier as a prevention technique under normal operation of

the chambers although it could still find use as an emergency precaution in the event

of refrigerator failure.

D.2 Infrared Desorption

Given the resonant character of water ice desorption around the 3µm O-H stretch

band (see section 1.5.2), infrared photodesorption appears to be a promising candidate

to remove cryodeposits non-thermally. There are two main quantities to consider here,

the amount of energy required to desorb a water molecule and the thermal dissipation

time in an ice film. For photodesorption to occur, enough energy must be imparted to

a molecule to desorb it before that energy begins to dissipate into the film. The energy

required to desorb a molecule is the adsorbtion energy, Ea ≈ .5eV . The thermal

dissipation time for 20K LDA films at λ = 3µm is about 200ns (Dreisewerd (2003);
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Prialnik et al. (2004)). Using the nominal 0.94g/cm3 density of LDA and the .3µm

skin depth at this wavelength gives a value of 75mJ/cm2 for the threshold fluence.

This ballpark value is on the order of the threshold fluences found experimentally

at this wavelength (e.g. see Krasnopoler and George (1998); Focsa et al. (2006)).

The power density required is then about 375kW/cm2. This is a large number that

cannot be achieved by many infrared sources and certainly no small sources like

infrared LED’s that could be easily incorporated into the chamber.

A more practical path to desorption using infrared radiation would be to use it as

a selective heat source and induce thermal desorption of the ice films. There are now

commercial infrared heaters that emit blackbody radiation peaked at three microns.

Such heaters could be placed near optics to induce thermal desorption in ice without

overly heating the optical component. This would be preferable to heating the optical

component itself as it would eliminate thermal cycling of the optic which causes stress

and fracture. However there are still problems with this idea as the heaters would

certainly introduce new spectral background into the chamber. As such, testing would

have to stop while the contamination removal was taking place and could not continue

until the heater cooled back down to wall temperatures. This process would likely

take longer than just heating the optic itself.

D.3 Electric Field Effects

Growing ice films through vapor deposition in the presence of a constant electric field

can cause a voltage across the ice film by alignment of the dipoles. In some situations

‘electric needles’ of ice can form. These needles can amplify the electric field and

grow more rapidly than in the absence of an external field (Hobbs (1974)). Applying

an alternating field should cause the molecules to attempt to reorient themselves with

the field and, hence, induce rotations. This is the same principle that a microwave

oven operates on. However, a microwave works on water in a liquid state where the

molecules are more free to rotate than in a solid state. Microwaves do not work well
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on ice where molecules are more tightly bound, as noted by the less efficient defrost

cycle. An interesting question is whether an alternating electric field can prevent or

reduce cryodeposits by giving impinging molecules additional rotational energy. The

experiment discussed in Chapter 4 will be modified to study this by placing a voltage

on the mirror and leaving the QCM grounded. For this to be effective, the electric

field will have to do its work before a water molecule adsorbs as it will likely have

very limited effect once a molecule is bound on the surface.

D.4 Superhydrophobic Coatings

In recent years a number of permanent superhydrophobic coatings have been

developed and studied (e.g. see (Vinciquerra (2009); Brinker (2008))). These coatings

are different than a normal oil-based hydrophobic coating such as those used to keep

a windshield clear in rain because they are based on a geometrical structure. One

common design is that of evenly spaced micron scale posts that simulate the very

fine hair found on some things in nature. Superhydrophobic means a material where

a droplet of water placed on it has a contact angle of greater than 150◦ (see Figure

D.2). These coatings are targeted for application to the aerospace community as a

(a) θc < 90◦ (b) 90◦ ≤ θc < 150◦ (c) θc ≥ 150◦

Figure D.2: Illustration of a water droplet on (a) hydrophilic, (b) hydrophobic, and (c)
superhydrophobic surfaces.

means of preventing ice build-up on planes and to the commercial optics community

for non-fogging displays and goggles. The coatings targeted to the optics community

are necessarily optically transparent in the visible region at least. If such coatings are
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also transparent in the infrared, they could find an application in the space chambers.

It is unknown whether any of these coatings would retard frost formation under

cryovacuum conditions, but some have been shown to be effective at preventing or

reducing frost and ice adhesion at normal conditions (Cao et al. (2009); He et al.

(2010)).
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