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Abstract—Although T cells are able to recognize a wide variety of target peptides, they are often strongly focused on a few of the peptides and leave the rest of them unattended. This phenomenon of strongly biased immune response is known as immunodominance. Mathematically, an immunodominance problem can be formulated using optimal control principles as a two-point boundary-value problem. The solution of this problem is challenging especially when the control variables are bounded. In this work, we develop a numerical algorithm based on the shooting technique for bounded optimal control problems. The algorithm is applied to a group of immunodominance problems. Numerical simulations reveal that the immune system selects either a broad or a specific strategy of immunodominance based on different optimization goals. The shooting algorithm can also be utilized to solve other complex optimal control problems.

I. INTRODUCTION

WEN a pathogen (bacterium or virus) invades a human body, it is phagocytosed by APCs (Antigen Presenting Cells). The pathogen’s proteins are broken down by proteolytic enzymes, generating many amino acid sequences, or peptides, of various lengths and sequences. Some peptides bind to MHC (Major Histocompatibility Complex) molecules and present on the surface of the APCs, called epitopes. Any pathogen may give rise to many different epitopes, but only a few of them may be recognized by T lymphocytes and stimulate immune responses [1-7]. This extremely narrow targeting behavior is known as immunodominance. For example, an HIV virus contains 10-30 epitopes that can be seen by a patient’s CTLs, but the immune response concentrates its forces against a single epitope.

How the immune system chooses the immunodominant epitopes from hundreds of candidates is still a challenging question in immunology research. Recently, both experimental [8-11] and theoretical [12-15] efforts have been directed at understanding the physicochemical and immunological factors that determine whether or not an epitope will become immunodominant. Many researchers believe that the immunodominance is the optimal choice of the immune system. In particular, the breadth and specificity of the immune response have significant impact on the speed and efficiency of viral clearance from the host. For example, a focused immune response with only one or two immunodominant epitopes often offer effective defense against a particular pathogen, but they are incapable of controlling any pathogen that rapidly mutates its immunodominant epitopes [16]. As a result, a broader albeit weaker response may be optimal against rapid mutant pathogens, like RNA viruses [17]. Optimal control theory has been successfully applied to theoretically understand the immune system, such as B-cell [18-21] and cytotoxic T lymphocyte. Yang et al [22] applied optimal control theory to understand immune response in identifying the optimal breadth and specificity of the immune response. Two important questions arise in understanding the immunodominance: 1) why does the immune system target a specific epitope instead of a broader response? 2) when does the immune system switch from a narrow response to a broader response?

In general, the immune system exhibits optimal strategy in choosing narrow or broad target epitopes. However, due to high complexity of the process, its analytical solution is very difficult to obtain. The objective of this article is to develop a computational approach to solve complex optimal control problems and to apply the method to understand the mechanisms of immunodominance.

II. PROBLEM FORMULATION

A same type of pathogens can have several mutants recognized by the immune system as antigenically distinct pathogens. Consider the following scenario, two groups of antigenically distinct pathogens, each with a common epitope and a mutating epitope. In this case, however, we consider mutation from the first pathogen population to the second population. In other words, we assume that the first variant of the mutating epitope, which is referred as the active epitope, exhibits constant mutation to the second variant, which is referred to as the passive epitope, we assume that there is no backwards mutation from the passive epitope to the active epitope. These scenarios can be collectively described by the following differential equations:

\[
\begin{align*}
    x_1(t) &= [r_1(1-\varepsilon) - k_{11}u_1(t) - k_{12}u_2(t)]x_1(t) \\
    x_2(t) &= [r_2 - k_{12}u_2(t) - k_{22}u_2(t)]x_2(t) + r_1x_1(t).
\end{align*}
\]

Here, \(x_1\) and \(x_2\) are the pathogen loads of the first and the second antigenically distinct pathogens. The coefficients \(r_1\) and \(r_2\) represent the per pathogen growth rates. And \(k_{11}\), \(k_{12}\) and ...
and \( k_2 \) represent immune system killing rates for the active and passive mutating epitopes, and the stable epitope, respectively. The mutation rate \( 0 < \varepsilon < 1 \) represents the rate of mutation from the active epitope to the passive epitope.

The above equations can also be rewritten in a compact form as follows:

\[
\dot{x} = (A + u \bar{B}_1 + u \bar{B}_2)x, \quad x(0) = x_0
\]

where, \( x = \{x_1, x_2\}^T \),

\[
A = \begin{bmatrix} r(t(1-\varepsilon)) & 0 \\ r_\varepsilon & r_2 - k_{12} \end{bmatrix}, \quad \bar{B}_1 = \begin{bmatrix} -k_{11} & 0 \\ 0 & k_{12} \end{bmatrix}, \quad \text{and} \quad \bar{B}_2 = \begin{bmatrix} -k_2 & 0 \\ 0 & k_{22} - k_{21} \end{bmatrix}.
\]

The question, then, is how the immune system partition efforts against the various epitopes in order to annihilate the total pathogen load as efficiently as possible. This can be described as an optimal problem:

\[
\min \int_0^T \sum_{i=1}^2 \alpha_i x_i^2 + \sum_{j=1}^3 \beta_j u_j^2 \, dt
\]

subject to the dynamics equation of (1). Regardless of the specific weighted average, though, the control objective is always to reduce measure of the host cost associated with an elevated pathogen load. The time \( T \) corresponds to the time at which the system reaches the minimum pathogen load possible, and is not a fixed time period, but rather, depends on the specific model and model parameters considered.

The solution of this problem can be obtained using Pontryagin Minimum Principle [26]. If \( u^* \) is an optimal control with corresponding trajectory \( X^* \), we can define the Hamiltonian for the system as follows:

\[
H = \sum_{i=1}^2 \alpha_i x_i^2 + \sum_{j=1}^3 \beta_j u_j^2 + \lambda(A + \sum u \bar{B}_j)X,
\]

where the absolutely continuous co-state function \( \lambda \) is a row vector that satisfies the adjoint equation:

\[
\dot{\lambda} = -\frac{\partial H}{\partial X} = -2\alpha^*X - \lambda(A + \sum u \bar{B}_j),
\]

and subject to the end condition \( \lambda(T) = 0 \).

Thus, the solution of the immunodominance problem is to look for the solution of the two-point boundary-value problem of \( x \) and \( \lambda \).

### III. Numerical Algorithm

As described in the previous section, the immunodominance phenomenon can be represented as a two-point boundary-value problem. Such a problem can often be solved using a shooting algorithm. We consider the following sets of differential equations:

\[
\dot{x} = g(x, u),
\]

\[
\dot{\lambda} = f(x, \lambda, u),
\]

subject to the initial condition: \( x(0) = x_0 \) and the ending condition: \( r(\lambda(T)) = 0 \). The problem is to find the initial condition \( \lambda(0) = \lambda_0 \) that satisfies the above equations and conditions. Given an arbitrarily guessed initial condition \( \lambda(0) = y_0 \), then the value of \( \lambda(T) \) can be regarded as an implicit function of \( y_0 \), defined through the solution of the differential equation. Thus, \( \lambda_0 \) can be regarded as a root of the nonlinear function \( r \) and \( \lambda_0 \) is the result of the following iteration:

\[
y_{n+1} = y_n - \left( \frac{\partial r}{\partial \lambda} \right)^{-1} r(\lambda(T))|_{y_n},
\]

\[
y_n = \left( \frac{\partial r}{\partial \lambda} \right)^{-1} r(\lambda(T))|_{y_n}.
\]

The key in this iteration is to find \( \lambda(T) \) and \( \frac{\partial \lambda(T)}{\partial y_n} \) for any given \( y_n \). The former can be easily obtained by integrating the differential equation with the initial condition \( \lambda(0) = y_n \). The computation of the latter relies on the variational equation:

\[
\frac{d}{dt} \frac{\partial \lambda}{\partial y_n} = \frac{\partial f(x, \lambda, u)}{\partial \lambda} \frac{\partial \lambda}{\partial y_n}.
\]

Since \( \lambda(0) = y_n \), it follows that \( \frac{\partial \lambda(0)}{\partial y_n} = I \). Now, one can compute \( \frac{\partial \lambda(T)}{\partial y_n} \) by integrating the variational equation.

For bounded optimal control problems, oftentimes the control inputs piecewise continuous due to restrictions imposed by the boundaries. Shooting mechanism for such a discontinuous problem is challenging for a number of reasons. First, when a trajectory encounters a discontinuity surface, the subsequent flow may either slides along the discontinuity surface or crosses the discontinuity surface. For optimal control problems, a sliding surface is referred to singular control whereas a crossing surface is referred to as bang-bang control. After the singular and bang-bang control have been identified, the next question is when to switch between the controls. Finding numerical solutions of optimal control becomes development of a criterion to distinguish between a sliding surface and a crossing one.

Define the normal of the discontinuity surface at the intersection point as \( n \) and the vector fields evaluated at the different sides of the surface by \( f_1 \) and \( f_2 \), respectively.

For a sliding surface, it can be shown that \( (f_1 \cdot n)(f_2 \cdot n) < 0 \). For a crossing surface, it follows that \( (f_1 \cdot n)(f_2 \cdot n) > 0 \). Note that the critical case \( (f_1 \cdot n)(f_2 \cdot n) = 0 \) corresponds to a tangent contact between the flow trajectory and the discontinuity surface, the so-called grazing contact [24-26].

### IV. Results

As an example, we consider an immunodominance problem with the following parameters:

\[
\tau_1 = 0.3, \tau_2 = 0.1, \varepsilon = 0.1, k_{11} = 0.7, k_{12} = 0.5, k_2 = 0.3.
\]

We study the optimal solution of the problem for two different control boundaries: 1.) \( 0 \leq u_1 \leq 1 \) and \( 0 \leq u_2 \leq 1 \); and 2.)
0 ≤ u_1 ≤ 1 , 0 ≤ u_2 ≤ 1 , and 0 ≤ u_1 + u_2 ≤ 1.

We first consider the objective function to be the integration of \( x_1^2 + x_2^2 + u_1^2 + u_2^2 \) from 0 to 1. The optimal solution for square boundary is 4.43288 and that for triangular boundary is 4.7296; see Figures 1 and 2, respectively.

Then, we consider the objective function to be the integration of \( x_1^2 + x_2^2 \) from 0 to 1. The optimal solution for square boundary is 3.53585 and that for triangular boundary is 3.84873; see Figures 3 and 4, respectively.

V. CONCLUSION AND DISCUSSION

Quantitative analysis has proven to be an ideal tool to better understand immune responses in identifying the optimal breadth and specificity of the immune response. The understanding of immunodominance control will greatly benefit the development of effective therapy and, in particular, effective vaccination schemes designed to stimulate the immune system for viral control.

Optimal control theories have been well developed in the literature and successfully applied to many fields, including biological sciences, medicine, economics, management, and engineering, etc. However, while turning to complex optimal control problems, the major challenge is to find proper solutions. It is very difficult or almost impossible to find closed-form analytical solutions for many practical problems. Even numerical solutions of optimal control problems can be very hard to find for complex optimal control problems. Especially, the solution becomes cumbersome when the dimension of the system becomes large. Real-world problems are often complex. Although analysis of simplified models is able to yield great insight, a full-scale solution of the complex problem is essential in thorough understanding of the system. Advancements in numerical methods for optimal control problems will not only foster the development of control techniques, but also have enormous impacts in science, engineering, and society through the applications. Thus, the numerical algorithm targeted towards complex optimal control problems will make significant impacts through its applications in important problems such as immunodominance.
The immune system is a complex biological problem. From system and control theory perspective, the immunodominance phenomenon shows unique features of optimal control, such as optimal feedback and dynamics response. Optimal control has been widely accepted and used to understand biological problems. The approach has brought powerful insights for many complex biological problems. Introducing optimal control to understand the immunodominance will bring unique understanding for the complex immunodominance problem. The insight brought into the understanding will be long term and significant for understanding the immune system dynamics and control mechanism in general.

![Optimal solution of an immunodominance problem](image)

**Figure 4.** Optimal solution of an immunodominance problem. Top figure: solid curve corresponds to $u_1$ and dashed curve represents $u_2$. Bottom figure: solid curves correspond to $x_1$ and dashed curve represents $x_2$.
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